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Abstract

Earthquakes, especially the large ones, cause huge hazards and threaten people living nearby. It
is important to improve our understanding of the earthquake source process. I do so by combining
seismic data, observations, and simulation of dynamic ruptures. I first made the striking observation
that the megathrust earthquakes present a ubiquitous pattern of coseismic rupture with updip low-
frequency radiation and downdip high-frequency radiation, based on the backprojection and spec-
tral analysis of teleseismic P waves. I tied this observation to the unique kinematics and dynamics
of megathrust earthquakes. To relate the backprojection images, I used synthetic seismograms from
theoretical and kinematic sources to explain that the backprojection images are proportional to the
slip history, albeit a spatial smoothing operator that I derived. To further illustrate the observations
of depth-frequency relation during megathrust earthquakes, I build a suite of 2D dynamic rupture
models of megathrust earthquakes in realistic Earth structures. I find that systematic variations in
the slip rate functions along-dip of the fault exhibit a systematic variation of frequency content.
Given the variety in model settings, I attribute the ubiquitous depth-frequency radiation ob-

servation to the interaction of the earthquake with the Earth’s free surface, which is my preferred
first-order explanation. Diving more into the observations of earthquake source time functions, we
also find that heterogeneous representation of fault properties is necessary to explain the complexity
in the source time function, and earthquake rupture is a dynamical process that is self-organized.
These systematic studies on the seismic signature of earthquakes have shown the power of combin-
ing observations and simulations to decipher source physics from observations.
Many observations rely on the quality of these signals at a broad range of frequencies, which leads

me to my last chapter. I develop a machine-learning multi-task model to separate the earthquake
signals from the ambient seismic vibrations in complex seismic data. I have tested this method on an
island station in Hawaii contaminated by tectonic, volcanic earthquake signals, and a strong micro-
seismic source around the island. I show the promises of such an approach to improve earthquake
and ambient noise seismology.
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1
Introduction

The largest earthquakes in recorded history, for instance the 2004 SumatraMw 9.2, the 1960 Great

ChileanMw 9.4, the 1964 AlaskanMw 9.3, and the 2011 TohokuMw 9.0 megathrust earthquakes,

have killed many, caused great damage, and brought tremendous financial losses. These earthquakes

induce not only strong ground motion but also large tsunami waves. As populations grow, espe-

cially in the coastal regions where large earthquakes usually occur, mitigating the risk of earthquake

hazards is critical. During large earthquakes, the building collapse caused by ground motion, and

1



the coastal destruction caused by huge tsunami waves are deadliest to humans. Both of them are di-

rectly controlled by the earthquake source, and their mitigation requires sufficient knowledge about

the physics of the earthquake rupture. Different processes in the rupture, such as its direction of

propagation, may incur locally different ground motion145,290. Therefore, better understanding the

rupture during a large earthquake is of scientific significance and essential to mitigating the risk of

seismic hazards.

The recent surge of large earthquakes173 and the improvements in the observational techniques

and numerical approaches provide an excellent opportunity to push forward our understandings of

the rupture process of large earthquakes. For example, the recent observed depth-frequency relation

of megathrust earthquakes that the low-frequency seismic wave comes from the shallow part while

high-frequency seismic wave comes from the deeper part in most subduction zones provides good

constraints on physics of the seismic regions in the subduction zones. However, today’s observa-

tional approaches are not necessarily well posed to validate physical models. For instance, mecha-

nisms that affect the source, the pre-stress heterogeneity (A), fault geometry (B), frictional weaken-

ing mechanisms (C), and medium inelastic response (D) all interact in the dynamic evolution.

In order to bridge seismic observations with earthquake physics, I need to tackle both aspects of

seismology simultaneously (Fig.1.1): to develop new observational techniques and metrics that are

directly relevant to physical models of the source and lab experiments. This is the main topic of this

Ph.D. dissertation.

Starting from seismic waves, I mainly use the back-projection (BP) and spectral source analy-

sis methods to observe the source from the seismic waves. The step critical to all source observa-

tion is to properly remove the path effects from the source to the station, which is parameterized

by the Green’s function (eGf). The back-projection and spectral source analysis approaches re-

flect two typical ways to remove the Green’s function. BP is usually applied to dense seismic array

data. For the array data, the Green’s functions from the source to the array of stations can usually

2



Figure 1.1: General overview of my earthquake source study: source processes (gray boxes), observational techniques
(orange boxes), investigation type (blue boxes), slip histories (green box) represent the link between dynamics and
kinematics

be approximated to be identical except their travel time (Fig.1.2). With this basic assumption, the

seismic waveforms can be directly projected back to the source. Then, the stacking of the shifted

waveforms at every potential location in the source region is coherent for the correct location (high

amplitude) and incoherent (low amplitude) for the incorrect source location. This technique gives a

time-dependent image of the source region and provides information about the earthquake rupture

propagation. In the source spectra analysis (SP), I use empirical an Green’s function, that is a nearby

small event that share the same path with the main large event, to remove the Green’s function in

the frequency domain (Fig.1.2 (b)).

As I will show in Chapter 2, these two methods require few assumptions and can provide di-

rect information about the source process. Supplemented with information from other techniques

(source inversion, directivity analysis, etc.) when possible, I can recover the kinematic source process

based on these observations and try to infer the mechanisms that control earthquake dynamics. A

case study on the 2015 Illapel, ChileMw 8.3 earthquake applying those techniques will be shown in

3



Figure 1.2: Basic idea of (a) back‐projection methods and (b) spectral source analysis. These two methods attempt to
remove the path effect (Green’s function) in different ways. (a) BP is based on the assumption that the path effects can
be simplified as travel time differences; (b) SP uses a nearby small event sharing the same wave path to remove the path
effects for the main event.
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Chapter 3.

A rigorous understanding of their relationship is critical to interpret the BP results in terms

of the earthquake source process. Theoretical studies indicate that the high-frequency seismic

waves, which is usually the input data of BP, can be excited during abrupt changes in rupture ve-

locity32,193,194,291 caused either by the arrest of the rupture193 or by kinks of the fault geometry195.

Huang et al. 129,126 introduce pre-stress heterogeneity on the fault surface to reproduce the exci-

tation of high-frequency radiators at depth. I will show in Chapter 4 that the BP image is indeed

proportional to the distribution of slip histories after a spatial smoothing. BP provides observational

constraints and information about the earthquake dynamics, in complement to other independent

techniques.

To bridge the seismic observations and earthquake source dynamics, I also need to find the seis-

mic signature of various dynamic effects. It is necessary to either differentiate the dynamic mech-

anisms from seismic observations, such as through direct observations of seismic waveforms, their

spectral content and BP images, or address the ambiguity of these mechanisms in seismic waves. To

solve this question, I focus on the observation on the depth-frequency relation during megathrust

events and focus on the rupture dynamics behind (Fig.1.3).

The first mechanism that can explain the depth-frequency relation of seismic radiation is the

stress conditions on the fault before the rupture. Pre-stress and its heterogeneity are particularly dif-

ficult to establish, as multi-earthquake cycle simulations require both long-term fault healing and

short-term dynamics84,85. Besides, the fault geometry (ramps or kinks, etc.) also plays an important

role in the pre-stress heterogeneity330. A second mechanism that can explain the depth-frequency

relation is the frictional properties on the fault interface. The phase transformation of the minerals

constituting the near-fault fabric alters their frictional properties277. Parametrization of friction,

either through velocity-78,77,259,264 or slip-weakening16,132,242, is often invoked through a character-

istic or critical length scale that corresponds to the frequency variation. A third mechanism is that
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Figure 1.3: Schematic figure of megathrust fault with several possible dynamic mechanisms of the depth‐frequency
relation in seismic radiation.

the heterogeneous geological structure in subduction zones can exaggerate the depth dependence to

seismic radiation by reducing the high-frequency radiation at the trench47,167,188,231,270. In Chapter

5, I build two-dimensional dynamic rupture models for megathrust earthquakes and explore differ-

ent mechanisms for this depth-frequency relation. My results show that the Earth’s free surface is

necessary and sufficient to explain the observed megathrust earthquake radiation style. The realistic

structure of the subduction zone is necessary to predict more accurate earthquake ground motion

duration and tsunami potential.

The earthquake dynamics (stress-driven) impacts the earthquake kinematics (displacement-

driven) through the moment-rate function, which is approximated from the source time function

(STF). In Chapter 6, we study systematically the earthquake source time functions (STFs) and their

relation to other observables of earthquake dynamics. We developed different techniques to extract

physical information from a large population of earthquake STFs. We explore STF databases and

find that their shapes have essential information about the earthquake dynamics. Our results imply

that there is critical information hidden in the earthquake variability. This information helps con-

strain rupture dynamics from the analysis of population behaviors of large samples of earthquake
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STFs.

In the last Chapter 7, I develop a machine learning (ML) method to separate earthquake and am-

bient noise signals. Separating ambient noise from seismic data can increase the signal-to-noise ratio

(SNR) for the earthquake signals over a broader range of seismic frequencies. It can significantly

help detect more earthquakes and further constrain the earthquake rupture process. I develop a new

encoder-decoder ML network that can be directly applied to the 3-component raw seismic data in

the time domain. I explore different settings of network architectures to find that the long-short-

term-memory (LSTM) bottleneck outperforms other networks. I then apply the trained model to

separate earthquake and noise signals for the continuous seismic raw data recorded at the IU.POHA

station in Hawaii. My results show that the quality of both separated earthquake and noise signals

has been improved significantly. The promising results show that my developed encoder-decoder

network for the separation of earthquake and noise signals can dramatically help to improve the

quality of seismic data, especially for those stations installed in noisy environments such as ocean

islands or ocean bottom.
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2
Methods of seismic observations for large

earthquake ruptures
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Summary

I develop a newmethodology that combines compressive sensing back-projection (CS-BP) and

source spectral analysis of teleseismic P waves to provide metrics relevant to earthquake dynamics

of large events. I improve the CS-BP method by an auto-adaptive source grid refinement as well

as a reference source adjustment technique (RSAT) to gain better spatial and temporal resolution

of the locations of the radiated bursts. I also use a two-step source spectral analysis based on sim-

ple theoretical that includes depth phases and water reverberations and based on empirical P-wave

Green’s functions. Furthermore, I propose a time-varying source spectral analysis method that pro-

vide the time evolution of dynamic parameters such as radiated energy and falloff rates. Bridging

back-projection and time-dependent spectral analysis provides me a spatio-temporal evolution of

these dynamic source parameters. In this chapter, I present a detailed description on the earthquake

source observational methods that I have developed.

2.1 Introduction

Earthquakes cause large ground motions, damaging the man-made structures and greatly threat-

ening human lives. In order to mitigate risk of seismic hazards, it is important to understand the

physics of earthquakes such as how they nucleate, propagate, terminate, and interact with and im-

pact the integrity of Earth materials. Unfortunately, due to the remoteness of the earthquake source

region, earthquake science community highly relies on the far-field, teleseismic data to infer the

earthquake source process, especially for those occurring in the off-shore area. Robust and innova-

tive observational techniques, combined with seismological theory, can significantly improve my

understanding of the source process.

Inversions for slip on the fault are a classic approach to provide static and/or kinematic descrip-

tion of the source140,141,151,152,153. Finite slip inversions yield the total slip that occurred during the
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earthquake and may be obtained from low-frequency seismic waves and/or geodetic measurements.

Kinematic slip inversions solve for the time evolution of slip on the fault. They often require higher

frequency seismic waves and/or high-rate GPS and often necessitate assumptions of the earthquake

dynamics by imposing the slip-rate functional shape. Furthermore, these inversions are especially

non-unique198, require regularization, and thus lead to different estimations of peak value and loca-

tion of maximum slip. Finally, as slip models can provide important estimates of static stress drop,

the regularization in the inversion directly affects the values44,359.

Backprojection of teleseismic P waves is another widely-used method to study the evolution of

earthquake radiation and is particularly effective for large earthquakes. With the development of

dense seismic array (e.g. Hi-net in Japan239; US Array of the United States (Earthscope program)),

I can harness key information from waveform similarity or coherency through the approximation

that the Green’s function is similar within the seismic array except for phase delays. By shifting the

travel-time differences and stacking the waveforms to enhance the coherency, the backprojection

can directly provide the distribution of seismic energy bursts138,139. Its application to the recent

large earthquakes (Mw > 8) have succeeded in characterizing the spatiotemporal evolution of seismic

radiation95,138,139,156,209,344,347,349,350,359. Backprojection methods hold fewer assumptions than slip

inversions. Therefore, preliminary information about the earthquake rupture process can be rapidly

obtained from the waveform data and in a very shortly after the waves arrive at the seismic array,

for instance, IRIS DMC137. However, understanding earthquake dynamics from backprojection

results, for example, what physics explains the high-frequency radiation, remains to be addressed.

Because it is difficult to infer earthquake dynamics from slip inversions and backprojection, I

turn to source spectral analysis and quantify the amount of seismic energy radiated at the source.

This approach does not account for the phase information as it removes path effects from the de-

convolution of the observed displacement amplitude spectrum with that of the Green’s function.

Through model fitting6,39,45,46,92,113,192, source spectral analysis has been a popular method to
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provide estimates of static and dynamic source parameters such as static stress drop (with mea-

sure of the corner frequency interpreted as source duration and assumption of uniform stress

drop), radiated energy (with measures of velocity spectral shapes). Radiation efficiency, a mea-

sure of energy partitioning, can be obtained from the ratio of radiated energy with static stress

drop131,161,251,315,355. Additional information such as measures of high-frequency falloff rate n

brings insight to the efficiency or deficiency in high-frequency excitation. Based on the circular

crack model with uniform stress drop, Kaneko & Shearer 148 find that the high-frequency falloff

rate varies between 1.5 and 2.5 for far-field P waves with azimuth and with takeoff angles relevant to

teleseismic P waves (0˚–40˚). Their results imply that great variations in n can come from simple and

known dynamics of earthquake rupture.

In this study, I propose to combine two independent observational methods, backprojection and

spectral analysis, to evaluate the evolution in time and in space of dynamic source parameters.

My first approach is an Improved Compressive-Sensing BackProjection method, which I refer

to as ImCS-BP herein. The original CS-BP method349,360 uses a frequency-domain formulation of

the conventional back-projection method by extracting coherence between velocity seismograms

recorded at seismic arrays through phase measurements. It can locate the seismic energy bursts with

high spatial resolution349,360. Here, I increase the spatial resolution and improve the computational

efficiency to provide better constraints on the spatiotemporal evolution of seismic energy bursts.

Second, to complement the phase information provided by the backprojection, I apply a two-step

spectral analysis method that constructs the far-field P-wave source spectrum both for the whole

event as well as throughout the rupture. My approach allows me to estimate P-wave radiated energy

and to parameterize the spectral shapes with high-frequency falloff rates and corner frequencies

through model fitting for the whole event. I also proceed with this method on spectrograms of the

P-wave displacement waveforms and calculate interesting dynamic source parameters during the

earthquake. The combination these two independent methods provides me a comprehensive and
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well-consistent set of observations, with independent measures of phase and of amplitude.

2.2 Improved Compressive Sensing BackProjection (ImCS-BP)

The idea of Compressive Sensing (CS) for inverse problems was first proposed in the applied math

and signal processing communities53,80 to allow sparsity of the models through minimization of the

L1 norm. Yao et al. 349,351 applied this inversion technique to the backprojection method in order to

study large subduction zone earthquakes (Mw > 8). Yin & Yao 360 carefully tested and improved the

CS-BP method to be more resistant against the potential data outliers, which may carry abnormal

amplitudes or phases that will affect the locating of energy bursts. The sparsity constraint of the CS

scheme increases the resolution in the location of the seismic energy bursts during the rupture, an

advantage to the conventional backprojection methods138 as well as to beamforming methods360.

My CS-BP method uses a sliding time windows technique349,360. I first pre-process the P-wave

velocity seismogram at each station of a seismic array (see Yin & Yao 360 for details). Then for each

sliding time-window, I take their Fourier transform and construct a vector b(f) that depends on fre-

quency and that has a dimension of the number of stationsN. My model is a vector x(f) containing

M grid points of the potential locations of the source generating the pulse in that particular P-wave

window, projected on a flat plane at the centroid depth. The reference time tn0 is the travel time

from the epicenter to the station n, and the travel time between the location each grid pointm to

each station n, τnm. The theoretical global P-wave arrival times are based on the IASP91 velocity

model150. Wave propagation is simplified to a time shift in the frequency domain and I construct

the phase spectrummatrixA(f), of sizeN×M, and whose entries are:

Anm(f) = e−2iπf(τnm−tn0) (2.1)

The basic idea of CS is to invert the system b(f) = A(f)x(f) by minimizing the following misfit
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function:

||A(f)x(f)− b(f)||1 + λ||x(f)||1 (2.2)

where λ is a damping factor that attunes data (first term in Eq.2.2) and model (second term in

Eq.2.2) L1 norms. I refer to Yao et al. 349 , Yin et al. 359 for more discussion on the choice of λ. I solve

the sparse inversion problem using the CVX package (http://cvxr.com, last accessed 2012/11/03)

based on convex optimization and the interior point method41. Two important specificities of my

method affect the inversion: 1) the meshing of the model x(f) and 2) the truncation of the time-

window data b(f). This study focuses on these two factors to improve the conventional CS-BP.

2.2.1 Auto-adaptive refinement of the source grid

In my CS problem, the number of model parameters in x(f) equals the number grid points in the

source region. One might want to densify the source region, i.e. increase the number of grid points,

to enhance the details of the image. However, a uniform and denser mesh of the source region (or

in the model space) will greatly decrease the numerical efficiency of the inversion due to the larger

dimension of the inversion (Eq.2.2) and unnecessary computation spent on the points with zero

amplitude in my sparse description. Therefore, I develop an auto-adaptive grid refinement method

to improve both numerical efficiency and spatial resolution of my method.

I use a synthetic test to construct the iterative refinement scheme. The synthetic source is simpli-

fied to a two-spike source with 10% random noise added to the data b(f) at a frequency f chosen to

be 0.5 Hz (Fig.2.1). I first start with a uniform and coarse mesh (40 km spaced grid points) on a 360

km× 320 km source region, that is, totally 9 × 8 = 72 unknownmodel parameters. After initial

results, I select the few grid points that have values exceeding 10−6 times the maximum (Fig.2.1 (b)).

Then, I refine those selected grid points by a factor of two and perform the inversion again. I repeat
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these steps until a grid size of 5 km× 5 km, which is close to the smallest resolvable horizontal dis-

tance L = 6 km using a P wave with wave speed of c = 6 km/s and takeoff angle i = 30◦ (typical for

teleseismic P waves) at a frequency f = 0.5 Hz, i.e., L = c/fsin(i). If I uniformly mesh the source

region with grid size of 5 km, I need to solve a total of 4745 unknownmodel parameters, most of

them being null in the sparse representation. However, with the auto-adaptive source grid method,

I only need to solve 4 equations with only about 100 model parameters at each step. With the un-

necessary and redundant computation discarded, I can get the robust CS results in both high spatial

resolution as well as in good computational efficiency while remaining within reasonable physical

constraints. The computational runtimes for this test case are shown in Fig.2.2.

2.2.2 Reference source adjustment technique (RSAT)

Most backprojection-based imaging methods require a reference location to align the velocity139,209,344,349,360

that is usually set to be the event epicenter. The location of seismic energy bursts can then be ob-

tained relative to that reference. Because my approach operates in the frequency domain, the align-

ment is performed at the beginning of the direct P wave in the first time window such that, for each

sliding time window, the alignment remains unchanged throughout the waveform349,360.

For large earthquakes (Mw > 8), as the rupture propagates, the later P waves originate from dif-

ferent source locations than that of the epicenter. This can bias the alignment in each sliding time

window, introducing an apparent shift that increases with distance and that results in a loss of co-

herency in the truncated time window towards the end of the waveform. Fig.2.3 (c) illustrates this

effect and shows that the effect leads to a partial sampling (truncation) of the coherent signal the

sliding the window, in particular for the low frequency waveforms, and I refer to this issue as the

“truncation effect”. It brings systematical errors to the data vector b(f) and blurring artifacts in be-

tween real sources of energy bursts (Fig.2.4 (b)).

Instead of aligning the entire waveforms solely based on the epicenter (Fig.2.3 (a)), I propose
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Figure 2.1: Synthetic test from the auto‐adaptive source grid refinement scheme. (left) The blue crosses show the grid
points used in the inversion. (right) The dots show the results recovered from the corresponding grids and the red circles
indicate the positions of my synthetic sources (circle centers).

16



0 20 40 60 80 100
Test number

0

50

100

150
C

PU
 T

im
e 

(s
)

Auto-adaptive
Uniform 

Figure 2.2: Computational efficiency for the ImCS‐BP method. I run the synthetic test mentioned in Section 2.1 (Fig.2)
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tude of the input data, random phase) added to the input data. Red circles show the CPU time for conventional CS‐BP
method with uniform grid (grid size of 5 km, totally 4745 grid points) while the blue squares show the CPU time for the
ImCS‐BP method with auto‐ adaptive grid size.

to use a sliding window adjustment technique. The first window is aligned based on travel times

between the epicenter and the receivers. I solve for the position of the highest radiated energy burst

r, calculate the new relative travel-time shift tnr between the new reference location and station n,

and use it to realign the waveforms in the current time window (Fig.2.3 (d)). This procedure leads

to the new data vector b′(f) and updates the phase spectrummatrixA′(f), whose values are:

Anm(f) = e−2iπf(τnm−tnr). (2.3)

The new system of equations becomes b′(f) = A′(f)x(f) and the procedure is repeated when

sliding through the entire waveform. The waveform truncation effect can be greatly suppressed as

illustrated in Fig.2.3. Since I only have one reference position, this technique is most efficient for

unilateral ruptures.

In this section, I again construct synthetic time series to verify my technique and measure its im-

provements. I set 4 point sources, each separated in space by 42 km and in time by 20 s, to mimic a
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northwestward unilateral rupture with a propagation speed of 2.1 km/s. The synthetic source plane

is set at the depth of 20 km to represent that of the 2015 Illapel Earthquake (details about this earth-

quake are covered in the following chapter) and the 400 synthetic receivers are at the location of the

US Array stations. Similar to my previous work359,360, I extract and taper the first 12 s of theMw

8.3 mainshock seismograms recorded by each station and use these wavelets as synthetic waveform.

I compute the travel times in IASP91 velocity model, insert the wavelets to their corresponding ar-

rival times, and add noise (built in time domain with random amplitude kept lower than 10% of the

peak signal amplitude and random (uniform distribution) phase). Fig.2.4 (a) shows that the wave-

forms are aligned to the epicenter location and the later phases (around 40 s and 60 s) are subject

to the apparent shift due to the northwestern rupture propagation. I solve for Eq.2.2 usingA(f) of

Eq.2.1 (without the time-adjustment technique, Fig.2.4 (b) and (d)) andA′(f) of Eq.2.3 (with time-

adjustment technique, Fig.2.4 (c) and (e)). I find that without the time-adjustment technique, while

the overall pattern of rupture propagation can be recovered (Fig.2.4 (b)), there are many artifacts

in between the synthetic point sources (Fig.2.4 (b) and (d)) that blur the location of the sources. In

contrast, the sliding-window RSAT is able to recover well each point source (Fig.2.4 (c) and (e)),

with limited blurring in between.

By combining both the auto-adaptive refining source grid method and the sliding-window

RSAT, my improved CS-BP is able to provide more accurate positions of radiated energy bursts,

which should help to constrain the spatiotemporal evolution of the dynamics of large earthquakes.

2.3 Spectral source analysis

My ImCS-BP method can provide relevant observational information about the location and tim-

ing of high-frequency bursts. However, as any backprojection-based result, the location of the

bursts found by ImCS-BP really show P-waveform coherency and their physical interpretation re-
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mains unclear (I will address this question in Chapter 4). While some features of the earthquake

source (e.g. minimum source dimension, rupture propagation direction, average rupture velocity,

…) can be assessed with ImCS-BP, they may not be sufficient to estimate dynamic source parameters

such as radiated energy. In order to provide additional observational constraints on the rupture dy-

namics of large megathrust earthquake, I complement my back-projection analysis with a spectral

analysis method75,76.

2.3.1 Removing path effects

The relation between the far-field P-wave vertical displacement waveform un(t) recorded at station n

and the moment-rate function s(t) can be written as:

un(t) = s(t)⊗ gn(t), (2.4)

where⊗ denotes convolution in the time domain and gn(t) is a far-field elasto-dynamic Green’s

function (or spatial derivatives of the displacement Green’s function if the source is a double cou-

ple) from the source to the nth station that comprises the wave propagation along the ray path.

Transforming Eq.2.4 into the frequency domain, the displacement of the far-field P wave becomes:

Un(f) = S(f)Gn(f), (2.5)

whereUn(f), S(f), andGn(f) are the Fourier transforms of the displacement seismogram, source

moment-rate function, and Green’s function, respectively. To recover the earthquake source term

S(f) from the observed seismogram spectrumUn(f), it is essential to properly remove the effects

from the wave propagation, i.e., the Green’s function termGn(f). I use a two-step strategy to re-

move path effects that was proposed in Denolle & Shearer 76 and that combines theoretical simple

Green’s functions with empirical Green’s functions (eGfs).
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The principle of the eGf approach is to use small events nearby the large earthquake to calibrate

for the true 3D path effects, but provided that I can construct their own source term. I do so by re-

moving their path terms from a simplified and theoretical Green’s function. The small earthquakes

should share the same ray paths (i.e. Green’s function) and the same focal mechanism (i.e. radiation

pattern) as the large event. Without knowing the source spectrum of the small events, I am left with

performing a spectral ratio19,214. However, it has limited value when trying to explore the high-

frequency falloff rates as it only provides the relative falloff rate between the large and small events.

One alternate strategy is to apply a theoretical model with global average parameters such as taking

a uniform static stress drop of 3MPa, high frequency falloff rate of 2, and a single-corner frequency

parametric model such as that in Aki 6 , Baltay et al. 25 , Brune 45 . In the eGf method, the source

spectra of both the small and large events are tightly related since the falloff of the small events di-

rectly controls the estimate of falloff for the large event. If the eGf quake is small enough (common

practice is to use 3 magnitudes lower than the target event magnitude), the potential bias would

be reduced. With teleseismic data, it is difficult to retrieve data with high SNR for low magnitude

events. Solving for the small quake source spectrum is an attempt to reduce this effect. My spectral

analysis method is summarized in Fig.2.5.

Getting the path effects from small events (Mw 6)

The first step is to obtain the source spectra of the small events. The P wave train of shallow earth-

quakes contains not only the direct P, but also the P-wave reflections to the free surface (pP and sP)

that greatly bias the displacement spectra75,76,123,333. In addition to the free surface effects, the di-

rect P waves of shallow offshore earthquakes reverberate in the water column, potentially also inter-

fering with the P wave train and altering their spectral shapes. In this study, I apply both the depth-

phase approach of Denolle et al. 75 , Denolle & Shearer 76 and the water-phase filter proposed by

Akuhara &Mochizuki 8 to correct my P-wave train displacement spectra. I regard the small events
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Figure 2.5: Steps to retrieve the source spectra for the small events, using the 2015/09/18 Mw 6.1 event as example.
(a) Spectra of a synthetic Green’s function (red line) and the data (blue line) recorded at station AZ.FRD. With the
corrected source depth, the synthetic Green’s function with P wave train (stick seismogram in the inner panel, compared
with the recorded P waveform) can be constructed and used to estimate a source spectrum. (b) Search of the source
depth for the small event by fitting the spectral shape in (a). The dashed line indicates the GCMT centroid depth and the
yellow circle shows the best‐fit source depth. (c) The (cyan) spectrum is stacked over individual stations (blue spectra)
and fit to a single‐corner frequency model (red solid curves, equation (7)), with the corner frequency indicated by the
yellow circle and an equivalent model with a stress drop of 3 MPa and falloff rate of 2 (dash red line and yellow diamond
marker). (d) Misfit distribution of the spectra fitting for the two parameters.
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as point sources and directly calculate their synthetic seismogram g1(t) in a fluid-over-elastic halfs-

pace medium. Effectively, g1(t) is a stick seismogram constructed from convolution of the Green’s

function with the moment tensor of the point source and a delta source time function:

g1(t) = APδ(t) + ApPR̂Pδ(t− tpP) + AsPR̂Sδ(t− tsP) +
∞∑
l=1

Al(−1)lT́r̂l−1T̀δ(t− tl). (2.6)

The right-hand side terms of this equation represent the direct P, pP, sP, and water phases with

arrival time of tP = 0 (waveforms are aligned to the direct P), tpP, tsP, and tl, respectively. R̂P, R̂S

are respectively the P- and S-wave reflection coefficients at the water-solid interface. T́ and T̀ are

transmission coefficients of the upgoing and downgoing P wave at the water-solid interface. r̂ is the

reflection coefficient at the water-air interface. AP, ApP, AsP and Al are the amplitude terms that

contain geometrical spreading 1/4πρc3R (c seismic wavespeed,R source-receiver ray path length),

radiation pattern, and Earth attenuation using a global t∗ attenuation modeled in frequency do-

main331 as e−πft∗ . l is the order of water phases, i.e. the number of times the P wave reverberates

in the water column, taken high enough (20 or 30) to retrieve the phases within the time window.

Eq.2.6 provides a stick seismogram of P wave train containing the direct P, pP, sP, and water-phase

arrival times and amplitudes. Because the source depth controls the relative arrival times and radia-

tion pattern terms, I can find the optimal depth that minimizes the difference between the synthetic

and the observed spectra75,76,333 (Fig.2.5 (a)).

Ignoring directivity effects in the small events, I can recover a single reliable far-field P-wave

source spectrum for each small event by deconvolving (division in the frequency domain) the ob-

served P wave train displacement spectra with g1(t) and stack over all stations. I fit the source spec-

trum to a single-corner frequency model,
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S1(f) =
M1

1+ (
f
f1c
)n
, (2.7)

whereM1 is the seismic moment of each small earthquake, f1c is the corner frequency, and n is

the high frequency falloff rate. Because the corner frequency of those events is higher than my low-

frequency cutoff, I can normalize the source spectra S1(f) to the corresponding seismic moment.

To find the two source parameters (corner frequency and high-frequency falloff rate) of Eq.2.7,

I minimize the L2 normmisfit in log-space between the shapes of measured and modeled spectra.

I proceed by grid-search and show that the shape of the misfit function indicates a correlation be-

tween the two parameters (Fig.2.5 (d)). In addition to this correlation, high-frequency falloff rate

directly trades off with my choice of attenuation. I also implemented a spatially variable attenuation

model332 but found no difference in the corner frequencies and only a slightly larger falloff rates

in my estimates (Table 2.1). For simplicity, I use the globally averaged t∗ model331 in the g1(t). In-

terpretations on the small event source parameters are beyond the scope of this study. However,

I validate that my results are reasonable through estimates of static stress drop, assuming a simple

circular crack model with uniform stress drop,

Δσ =
7
16
(
fc
kβ

)3M1, (2.8)

where β is the S-wave velocity and k = 0.3292,192. I find the values of stress drop are comparable

to global averages10,76 (see results of a specific case study in Table 3.1 of Chapter 3). With the best-fit

parameters, I use the spectral model of the small events (Eq.2.7) to recover the spectra of the large

event.
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t∗ t∗ + dt∗
Event (GCMT ID) fc n fc n
200610121805A 0.33 2.8 0.33 3.0
201509170410A 0.13 2.2 0.17 2.6
201509180910A 0.33 2.8 0.33 3.2
201509191252A 0.33 2.8 0.33 2.8
201509210539A 0.45 3.0 0.45 3.2
201509211739A 0.33 3.0 0.33 3.2
201509220712A 0.62 3.2 0.62 3.4
201509260251A 0.45 3.0 0.45 3.4
201511070731A 0.33 3.0 0.33 3.2

Table 2.1: Comparison between source parameters (corner frequency and high frequency falloff rate) of EGF source
models using global t* attenuation model 331 as well as spatially variable attenuation model 332 t∗ + dt∗.

Source spectrum of the main event

The eGf method relies on the common Green’s functionG(f) between two earthquakes of interest.

GivenU2(f) the observed P-wave train displacement spectrum of the large shock, andU1(f) that of

the small shock:

U1(f) = S1(f)G(f), (2.9)

U2(f) = S2(f)G(f), (2.10)

with S2(f) is the target source spectrum, S1(f) is the small even source spectrum (found in the

first step). I combine Eqs.2.9 - 2.10 and find that:

S2(f) =
U2(f)
U1(f)

S1(f). (2.11)

I stack all the source spectra for all small (eGf) events at all stations by averaging the log of the am-

plitudes and weighting by the number of stations within each 10˚ azimuth bin. Then I can calculate

the P-wave radiated energy by integrating the squared velocity spectrum within a frequency band [f1
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f2]:

EP =
8π
15ρα5

∫ f2

f1
|fS2(f)|2df, (2.12)

in which ρ = 2.92 g/cm3 is the density from the PREMmodel90 and α = 6.5 km/s is the P-wave

velocity from IASP91 model150. If I assume that both P and S waves share the same spectral shape,

then the ratio of S-to-P radiated energy is 3α5/2β5 and the total radiated energy becomes:

Etotal = (1+ 3α5/2β5)EP. (2.13)

I use β = 3.75km/s, the shear wavespeed from IASP91 model at the centroid depth. The total

radiated energy must be estimated by integrating over the frequency interval [0∞] Hz. However, I

have a limited frequency band within [0.02 2] Hz. I can use a parametric description of the source

model to estimate the proportion of radiated energy missing frommy limited frequency band.

2.3.2 Time varying spectral analysis

The previous parts of spectral analysis used the whole P wave train to provide the overall source in-

formation on large earthquake event. To obtain more detailed information during the rupture itself,

I perform a time varying analysis with robust estimations of radiated energy and parameterization of

the spectrograms. Because I retrieve time-dependent dynamic source parameter estimate (radiated

energy and falloff rates), I can directly interpret these metrics with the ImCS-BP results.

I slide a 12 seconds-long Hanning taper through the waveform of the mainshock with a 10-

seconds overlap and a 2 seconds time step (Fig.2.6 upper panel). I remove the path effects simply

from the eGfs, since I assume that the Green’s function does not vary with time. Therefore, for

each time window, I can measure a source spectrum within the resolvable frequency band (Fig.2.6

lower panel). I first average the time-dependent source spectra within each azimuth bin in order to
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investigate the azimuthal and temporal variations. Finally, I stack the azimuth-averaged spectra to

construct an overall spectrogram for this event. These source spectra can represent snap shots dur-

ing the dynamic source process.

The minimum frequency of the spectrograms is 0.08 Hz and I study the two different frequency

bands of 0.08 - 0.5 Hz (LF) and 0.5 - 1.0 Hz (HF) to directly compare with the results from ImCS-

BP. I estimate the radiated energy evolution during the earthquake by applying Eqs.2.12 - 2.13 to

each snapshot of the source spectrum and within the LF, HF, and the complete frequency band

(0.08-1 Hz). Furthermore, I also fit in log-space a simple linear regression to the spectrogram and

obtain the evolution of the falloff rate the LF, HF, and the complete frequency band (Fig.2.6 lower

panel). Although the physical interpretations of falloff rate remain uncertain6,148,192, the time vari-

ation of falloff rate provides a unique observation on the excitation of seismic wave throughout the

rupture.

2.4 Conclusion

In this chapter, I present new methodologies that provide observations relevant to the dynamics

of megathrust earthquakes. They are effective to analyze remote and offshore shallow earthquake

by accounting for phase and amplitude information of the complete P wave train (direct P, depth

phases, and water reverberations). Both methods provide observational constraints on the evolution

of the seismic radiation during the rupture and complement each other by combining reliable phase

and amplitude information. My multi-dimensional source analysis can provide the spatiotemporal

evolution of seismic radiation during the earthquake, with the estimated values of radiated energy

and varying falloff rate. The application of those methods to a specific case study will be covered in

the following chapter.
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2.5 Data and resources

I have uploaded the developed ImCS-BP to github (https://github.com/yinjiuxun/CSBP).
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Spatial and Temporal Evolution of

Earthquake Dynamics: Case Study of the

Mw 8.3 Illapel Earthquake, Chile

Summary

In this chapter, I apply the source analysis to the recent 2015Mw 8.3 megathrust Illapel earthquake

(Chile). The results from both techniques (ImCS-BP and spectral source analysis) are consistent

and reveal a depth-varying rupture process, which I call the depth-frequency relation and is also

found in other megathrust earthquakes. The low frequency content of the seismic radiation is lo-

cated in the shallow part of the megathrust, propagating unilaterally from the epicenter towards the

trench while most high frequency content comes from the downdip. Interpretation of the multi-

ple stages of the radiation is also supported by the variations of both radiated energy and falloff rate

during this earthquake. Finally, I suggest several possible mechanisms, either from pre-stress, fault

geometry, and/or friction to explain my observables. My methodologies are an attempt to bridge

kinematic observations with earthquake dynamics.
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3.1 Introduction

On 16 September 2015, anMw 8.3 great earthquake occurred to the west of Illapel, Chile (Fig.3.1.

This earthquake resulted from the subduction of the Nazca Plate underneath the South Ameri-

can Plate with a convergence rate of 70 mm/yr (https://earthquake.usgs.gov/earthquakes/

eventpage/us20003k7a#region-info, last accessed 2017/02/17), and caused locally a tsunami

wave as high as 11 m205. The fault dimension was probably 200 km× 200 km and the maximum

slip was found to be about 10 m by finite slip inversion of seismic data177,353 and by joint inversion

of seismic and tsunami waveforms117,178. For this earthquake, Yin et al. 359 used CS-BP of teleseis-

mic P waves in two frequency bands and observed a clear dependence between the frequency and

the locations of the energy bursts, which are interpreted to be caused by stress changes on the fault

surface.

The southern end of the rupture area coincides with the subducting Juan Fernandez Ridge359,

which probably prevented the rupture from propagating farther toward the south348. The rup-

ture region of the 2015 Illapel event locates 50 km to the north of the 2010Mw 8.8 Maule event,

whose rupture area is adjacent to the 1960Mw 9.5 earthquake, the largest earthquake ever recorded

in human history. It has been suggested that the postseismic slip of 1960 event has increased the

Coulomb stress of 1.3MPa in the southern rupture region of the 2010Maule earthquake, which

probably triggered the 2010Maule event79. Such spatial clustering of megathrust earthquakes in

Chile poses a classical example of static triggering, similar to the observations along the Sumatra

megathrust348.

Although the 2010Mw 8.8 Maule and the 2007Mw 8.0 Peru earthquakes have shown frequency-

dependent coseismic radiation175,293,327,351, whether other parts of the South America subduction

zone share the similar properties remains unknown. The occurrence of theMw 8.3 Illapel earth-

quake provides an opportunity to evaluate along-strike variation of properties in this subduction
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Figure 3.1: (a) Tectonic setting of southern Chile and location of the 2015 Illapel, Chile Mw 8.3 earthquake. Red bold
lines indicate the plate boundaries and the black arrow shows the relative motion between the Nazca Plate and the
South American Plate. The rectangle highlights the location of the insert and the earthquake source region. (b) Zoom‐in
of the source region: focal mechanisms (from GCMT) of the Mw 8.3 mainshock (red) and other Mw>6 shocks (blue)
selected as empirical Green’s functions for this study. Red contours show the scaled backprojection energy distribution
that I use to represent the source region. The red star shows location of the Mw 8.3 epicenter. Black dashed lines
indicate the plate interface depth from the slab 1.0 model115.
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zone. In this study, I apply the source analysis methods, which are introduced in the previous chap-

ter, to thisMw 8.3 megathrust earthquake. I combine the results from two independent methods,

that is, the Improved Compressive Sensing Back-Projection (ImCS-BP) and spectral source analysis,

and illustrate a comprehensive rupture process during this megathrust earthquake. Finally, I sug-

gest several possible mechanisms, either from pre-stress, fault geometry, and/or friction to explain

my observables. Via this specific case study, I attempt to bridge the kinematic observations with

earthquake dynamics.

3.2 Application of ImCS-BP

I first apply the ImCS-BP method to theMw8.3 Illapel earthquake. The ImCS-BP can recover the

spatiotemporal evolution of the rupture process during this megathrust earthquake. The details

about the methodology of this ImCS-BP technique is presented in the previous chapter. Here I

focus on how to apply ImCS-BP to a specific earthquakes, and how to interpret the results from

ImCS-BP.

3.2.1 Data for the ImCS-BP

I apply my ImCS-BP method to the teleseismic P-wave velocity seismograms of the 2015Mw 8.3

Illapel Earthquake recorded by the US Array stations in North America (TA array, data available

usingWibler 3 of the Incorporated Research Institutions for Seismology Data Management Cen-

ter, IRIS-DMC, http://ds.iris.edu/wilber3/find_event), selected for their high waveform

coherency. I first pre-process the raw seismic data by removing means, trends and instrumental re-

sponses. Then I filter the data into two different frequency ranges: 0.05–0.5 Hz and 0.5–1 Hz,

and align the waveforms via cross correlation for the first 8 s of the P waves, respectively (Fig.3.2).

Here I refer low frequency (LF) to 0.08–0.5 Hz and high frequency (HF) to 0.5–1 Hz for my CS re-
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Figure 3.2: Data processing for the ImCS‐BP. I used the data recorded by the USarray stations in North America (TA
array shown in the maps (a) and (b), data available at the Incorporated Research Institutions for Seismology Data Man‐
agement Center, IRIS‐DMC). The aligned waveform data is shown in (c) and (d), the top waveforms are the stacked
waveforms for comparison. Two solid lines in both (c) and (d) indicate the window within which the waveforms are
used to do the cross‐correlation. (e) – (h) show the zoom‐ins of these cross‐correlation windows as well as the final
cross‐correlation coefficients distribution. Dashed lines are the average cross‐correlation coefficients.

sults. Furthermore, I emphasize the meshing scheme and time-window adjustment improvements.

I choose to solve for a potential source region of dimensions 432 km × 432 km. To apply the auto-

adaptive source grid, I set the preliminary grid size to be 48 km× 48 km (9 × 9 = 81 grid points)

and iteratively refine until reaching a grid size of 6 km× 6 km. I choose window lengths of 14 s for

the 0.08—0.5 Hz low frequency (LF) band and of 8 s for the 0.5—1Hz high frequency (HF) band.

Sliding-window time adjustment technique is applied for each time window to suppress the wave-

form truncation effect.
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3.2.2 Evolution of the seismic energy bursts

My ImCS-BP method provides the spatial and temporal evolution of the seismic energy bursts dur-

ing the Illapel Earthquake. I show the results with: 1) auto-adaptive source grid only (Fig.3.3 (a),

(c)) and 2) auto-adaptive source grid and time adjustment techniques (Fig.3.3 (b), (d)). While the

overall patterns of the seismic energy distribution are similar in both cases, the results with time ad-

justment (Fig.3.3 (b) and (d)) are less scattered, which I attribute to appropriate correction of the

truncation effect. The most obvious improvement of the time adjustment technique appears in the

later part of the rupture (from 80 s to 150 s) in the low-frequency band (Fig.3.3 (a) and (b)). This

is expected as the waveform truncation effect is most severe for the late stage of LF data (see Supple-

ment 1, Fig.3.2).

Given the evolution of the bursts with time, I refer to stage I as the first 20 seconds of the rup-

ture, stage II as the time between 20 s and 100 s, and as stage III the time beyond that. The source

locations of the low frequency (LF, 0.08-0.5 Hz) and the high frequency (HF, 0.5-1 Hz) bands ap-

pear to express different behaviors of the rupture (Fig.3.3).

Most of the LF energy (Fig.3.3 (a) and (b)) propagates unilaterally from the epicenter to a North-

West direction (towards the trench) during stage I and II. Weak LF energy bursts also radiate in the

North-East direction from the epicenter in stage I. In stage III, the LF energetic bursts are located

well beyond the trench in the outer-rise region. In contrast, the HF bursts first propagate from the

epicenter to the West for about 20 seconds (stage I) and then come to a pause. From 30 s to 70 s

(early stage II), secondary HF pulses propagate to the downdip part of the megathrust, about 90 km

North-East of the epicenter (Fig.3.3 (c) and (d)). Inspecting the evolution of these two frequency

bands may present a quite different signature of the evolution of the source: the LF radiation mi-

grates updip (azimuth 320˚, Fig.3.3 (a) and (b)) while the HF radiation migrates downdip (azimuth

50˚, Fig.3.3 (c) and (d)). Results from both frequency bands suggest no southward rupture prop-
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agation. If the migration of the energy bursts represents a rupture propagation, the LF ImCS-BP

results can also provide a rupture velocity estimate of this earthquake. Most of the energy bursts are

within the azimuth range 300˚–340˚ and I calculate a propagation speed from the distance against

time plot shown in Fig.3.4 (a). The average propagation speed is around 1.0–1.5 km/s, which is

much slower than a globally averaged shear wave speed of 3.75 km/s at the centroid depth (IASP91

model150). As for the HF energy bursts (Fig.3.4 (b)), they are generally clustered along a 50˚ az-

imuth, but no estimate of propagation speed seems reliable.

3.3 Application of spectral source analysis

My ImCS-BP method can provide relevant observational information about the location and tim-

ing of high-frequency bursts. However, as any backprojection-based result, the location of the

bursts found by ImCS-BP really show P-waveform coherency. While some features of the earth-

quake source (e.g. minimum source dimension, rupture propagation direction, average rupture

velocity, …) can be assessed with ImCS-BP, they may not be sufficient to estimate dynamic source
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Event
(GCMT ID)

Moment
Magnitude

Seismic
moment
(1018 Nm)

Number
of
stations

Centroid
depth
(km)

Corrected
depth
(km)

Corner
frequency
(Hz)

Falloff
rate
n

Madariaga
stress drop
(MPa)

200610121805A 6.4 4.28 92 36.8 32.8 0.33 2.8 31.8
201509170410A 6.8 17.4 117 36 38 0.13 2.2 7.4
201509180910A 6.1 1.77 124 15 27 0.33 2.8 13.1
201509191252A 6.2 2.67 236 20 34 0.33 2.8 19.8
201509210539A 6.1 1.78 243 37 33 0.45 3.0 34.3
201509211739A 6.6 9.62 297 39 45 0.33 3.0 50.2
201509220712A 6.1 1.51 215 50 72 0.62 3.2 53.0
201509260251A 6.3 3.21 286 46 58 0.45 3.0 43.4
201511070731A 6.7 14.8 201 43.4 55.4 0.33 3.0 77.2

Table 3.1: Source Information of the Selected Mw 6 Earthquakes (the eGf 1Events). Gray‐shading rows indicate the
events without overlaying water layer.

parameters such as radiated energy. In order to provide additional observational constraints on the

rupture dynamics of the Illapel Earthquake, I complement my back-projection analysis with a spec-

tral analysis method75,76.

3.3.1 Data for the source spectral analysis

I choose 9 events of magnitudeMw > 6 that occurred nearby the mainshock (Fig.3.1 (b) and Table

3.1). I download teleseismic P-wave displacement data recorded at all stations located with 30˚ and

90˚ of angular distance available from the Federal Digital Seismographs Network (FDSN) (Fig.3.5)

using Obspy35 (available at https://github.com/obspy/obspy/wiki). The pre-processing of the

data consists in removing means, trends, instrumental responses, and integrating to displacement

waveforms. I cut 300-seconds long waveform windows for the Illapel Earthquake, starting 15 s be-

fore and ending 285 s after theoretical direct P-wave arrival time (calculated by IASP91 model150)

and I use a magnitude-dependent window length for the small shocks to capture mostly their source

time function Td ≈ 10(Mw−3.3)/2 s, e.g. 30 seconds forMw 6.1-6.3; 40 seconds forMw 6.4-6.6;

50 seconds forMw 6.7-6.8). I apply a Tukey window taper on 10 seconds on either end of the win-

dows.
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Figure 3.5: Station (yellow triangles) distributions (with azimuth and great circle distance) for each EGF event used in the
source spectral analysis. Red stars show the location of Mw 8.3 main epicenter with respect to the stations.
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In order to only select high-quality data, I first perform visual inspection, then calculate a signal-

to-noise ratio (SNR), and decide on a SNR threshold. My noise estimate is taken in the window be-

fore the P arrival (using the same window length as that of the signal), I then Fourier transform both

signal and noise windows, and define the SNR as the log of the ratio between the mean amplitude

of the data and the noise in two frequency bands (0.02-0.5 Hz and 0.5-2 Hz). I select stations where

the SNR exceeds 2 dB in both frequency bands (Fig.3.6). The remaining data consist in a total of

1811 waveforms that provide a relatively good azimuthal coverage given the location of the main

shock (southern Hemisphere) with respect to the distributions of global seismic stations (Fig.3.5).

3.3.2 Results of total event source spectrum

Table 3.1 summarizes the best fit source depths and parameters necessary to construct S1(f) for each

eGf. I use these source models of small events (shown in Fig.3.7) to apply the eGf method and re-

trieve theMw 8.3 mainshock source spectrum S2(f). Despite the differences in the small events

source models (Fig.3.7), the mainshock recovered source spectra all have very similar shape at various

azimuths (Fig.3.8). Because the corner frequency of large earthquakes (Mw > 8) is lower than the

low-frequency cutoff of my data, I only recover part of the source spectrum and cannot normalize

the spectrum to the seismic moment (Fig.3.7 and Fig.3.8). However, unlike for small events, S2(f)

has the absolute level of amplitudes, i.e. it is scaled to the true seismic moment of the main shock

through the eGf approach. Furthermore, I can use the independently estimate of seismic moment

(GCMT catalog) as an additional constraint to calibrate the amplitude level of spectra at f → 0

Hz76.

At all azimuths, the recovered source spectra of theMw 8.3 event are complex at low frequencies

0.02-0.08 Hz. They are characterized by a steep drop in amplitude at 0.03-0.04 Hz ( 20-30 s), indi-

cating a loss of low frequency energy (Eq.2.12), pattern that I will address in the discussion section.

At frequencies greater than 0.08 Hz, I test two parametric source models to fit the spectral shape.
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Figure 3.6: SNR distributions of my data for the spectral analysis. Red dashed lines indicate my SNR criterion of 2 dB.
SNRs are estimated for each station and each event in low frequency (LF) and high frequency (HF) bands, respectively.
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Figure 3.7: Source spectrum fitting for the Mw 8.3 Illapel Earthquake. Fitting with (a) a single‐corner frequency model
and (b) a double‐corner frequency model. Cyan lines are the source spectra measured and averaged in each azimuth bin
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spectral source models. Gray thin lines are the best‐fit source spectral models of the small events. Black dashed lines
indicate the best‐fitted model with yellow circles to show their corner frequencies. Optimal source parameters (corner
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The first model is the same as Eq.2.7 with the seismic momentM0 of the main event. It is a “clas-

sic” single-corner frequency model6,45 with variable falloff rate n. I find a best-fit corner frequency

from this model is about 0.03 Hz and a falloff rate n of 2. The second model is a double-corner fre-

quency model with two time scales proposed by Denolle & Shearer 76 :

Srec22 (f) =
M0√

[1+ (f/fc1)2][1+ (f/fc2)2]
(3.1)

The two corner frequencies from this double-corner frequency model are estimated to be 0.0067

Hz and 0.16 Hz. The duration estimate from the single-corner frequency model (Eq.2.7) likely

underpredicts the true event duration. While I find no clear break of slope in the source spectra that

would justify using the double-corner frequency model (Eq.3.1, Fig.3.7), it brings a more realistic

value of source duration. I also show the spectra averaged over all eGfs and stations at each azimuth

bin, their best fit models and source parameters in Fig.3.8, and summarize the azimuthal variations

of the source parameters in Fig.3.9. Finally, by integrating the stacked spectrum using Eqs.2.12 -

2.13, I calculate the radiated energy of thisMw 8.3 earthquake to be 1.33 × 1017 J. If I use Eq.3.1 to

find the proportion of radiated energy below 0.08 Hz and that above 1 Hz, I find that my estimate is

74.3% of the total radiated energy and thus my value likely underestimates the one I would find if I

had a broader frequency bandwidth. Nevertheless, my value is larger than that found by Ye et al. 355

(2.2 − 3.15 × 1016 J) and by the IRIS products (3.21 × 1016 J). My choice of elastic structure

(wavespeed model) does not explain this difference. Therefore, I argue that the shape of the source

spectrum, probably controlled by my choice of 3D Green’s function, can explain my overall higher

estimate of radiated energy.
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3.3.3 Results of time varying spectral analysis

My temporal spectral analysis provides a unique view on the evolution in time of the source param-

eters. I show the time-varying radiated energy and the falloff rate in Fig.3.10 within the same fre-

quency bands of LF and HF as the previous ImCS-BP results. I limit my interpretation to the first

150 seconds, as the later phases, shown by the ImCS-BP results, are located in the outer-rise region

and are probably not associated with the rupture process (Fig.3.10 and Fig.3.11).

The radiated energy slowly increases in the stage I from the earthquake onset to 10 s after, which

probably reflects the earthquake nucleation process. Most of the seismic energy is released dur-

ing the stage II between 20 s and 100 s and presents two pronounced peaks at about 40 s and 60 s

(Fig.3.10 (a)). After 100 s, the total radiated energy stabilizes and finally dies until 200 s after the

onset. Variations in radiated energy in the LF band are quite abrupt. Because the LF radiation is

very similar to the total radiation, the LF energy dominates (probably from being closer to the cor-

ner frequency of the main event) and the two most energetic peaks are relatively low-frequency

energy. This compares well with my backprojection results (Fig.3.3 (a) and (b)). Variations in radi-

ated energy in the HF band are smoother than those of the LF band. The overall HF energy steeply

increases at about 20 s, peaks at 50 - 60 s, and dies after that. This is very consistent with myHF

backprojection results (Fig.3.3 (c) and (d)).

The patterns of time-varying falloff rates frommy observations are intriguing (Fig.3.10 (b)). Be-

cause of my choice of regression, LF and HF falloff rates are independent measures of spectral slope.

It is important to remember that a low falloff rate is equivalent to a high ratio of high-frequency

over low-frequency radiation. I show the variations of falloff rate from the limited frequency band-

widths LF, HF, and from the full bandwidth (called average falloff rate here). In the first stage, a

general decrease appears at all frequency bands, indicating an increase in high-frequency content,

which is well timed with the nucleation inferred from radiated energy (Fig.3.10 (a)).
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Time-varying Source spectra
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At the beginning of stage II, LF and HF falloff rates appear to be anticorrelated. The LF falloff

reaches a minimum at 22 s and peaks at 35 s during the overall steep growth in LF radiated energy.

In contrast, HF falloff peaks at 24 s, which also corresponds well to the rapid growth in HF energy.

Both falloffs are similar at 40 s (peak of seismic radiation), favoring a smooth spectral shape with

a single falloff. After 50 s and during stage III, both LF and HF falloff rates seem to vary together

until the end of the rupture. Additionally, while there is no obvious correlation between HF falloff

and HF radiated energy, LF falloff rate and LF radiated energy share similar variations. If there is no

systematic correlation between radiated energy and falloff rates, understanding the contributions of

low vs high frequencies during the rupture and to the radiation of seismic wave is a metric that can

be tested with dynamic source simulations.

I further detail the evolution of my three metrics of radiated energy (total, LF, and HF) by ex-

ploring their variations with azimuth. Fig.3.11 shows the time varying radiated energies averaged

over 10˚ azimuth bins that have at least 10 stations per bin. Unfortunately, there is a clear lack of

data coverage at azimuths where I expect the source directivity. The features common to all az-

imuths are two energy peaks 1 and 2 in the LF and broadband time series, consistent with what I

find previously (Fig.3.7 (a) and (c); Fig.3.10 (a)). The difference in time interval between the peaks

are indicators of source directivity, somewhat in a similar way to source time function analysis.

Focusing on the LF radiation, there are at least 3 coherent energy peaks (labeled 1, 2 and 3 in

Fig.3.11 (b)). The time interval between 0 and peak 1 is shorter at azimuth 30˚, corresponding to the

northeastward propagation of the rupture observed by the backprojection results (Fig.3.7 (a) and

(c)). The time interval between peak 1 and 3 around azimuths 320˚ - 350˚ corresponds well to the

northwestward rupture in the LF backprojection results. It is, however, not well constrained because

of a data gap between 200˚ - 320˚ and the energy peak 3 is not clearly observed by stations within

320˚ - 350˚.

In contrast to the LF radiation, the HF radiation is simple. I estimate only a single coherent peak
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(labeled as 1) and the directivity towards azimuth 50˚ is obvious, which is also supported by back-

projection results (Fig.3.7 (b) and (d)).

3.4 Integrated source analysis for the 2015 Illapel Earthquake

In stage I of this earthquake (0 - 20 s), ImCS-BP results show that both LF and HF energy bursts

cluster around the epicenter in the first 10 seconds (Fig.3.3). During this period, the time-varying

spectral analysis results present a similar slow and weak increase of radiated energy (Fig.3.10 (a)) and

the falloff rate decreases from 2 to 1.7, indicating a growth in the proportion of high frequencies

(Fig.3.10 (b)). During this stage, the velocity curves provided by the LF energy bursts may also infer

a slow growth with, if interpreted as such, earthquake rupture velocities under 1 km/s (see Fig.3.4).

This stage can characterize a slow initiation or nucleation.

As mentioned in the previous section, I define stage II as the period of time between 20 s and 100

s. My integrated analysis during this stage brings up many aspects of this rupture. Based on the LF

ImCS-BP results, there are two distinct energy bursts North-West to the epicenter around 45 - 60 s

and 60 - 80 s after onset (Fig.3.3 (a) and (b), Fig.3.4 (a)). They correspond to the largest amplitudes

of the velocity waveforms at about 40 s and 60 s (Fig.3.2) and to the two radiated energy peaks from

my time-dependent spectral analysis results (Fig.3.10 (a) and Fig.3.11 (b)).

My integrated results show that most of the seismic radiated energy is released between 40 s and

80 s and their location is implied by the LF energy bursts in Fig.3.3 (b). Furthermore, the LF ImCS-

BP results may indicate two changes in rupture velocity around 50 s and 80 s (Fig.3.4 (a)). These

velocity changes are well timed with the peaks of the backprojection energy bursts and radiated

energy from spectral analysis. This supports that changes in rupture velocity excite high-frequency

radiation193. Yin et al. 359 compared the CS-BP results with various slip inversion models for this

earthquake and highlighted that most of the LF energy bursts were located within the high slip
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regions, which are common to most slip models117,353. Melgar et al. 205 also showed that their low

frequency backprojection results consistently overlapped with the large slip regions, indicating a

relation between low frequency backprojection results and coseismic slip.

There are about 10 s time difference between the peaks of ImCS-BP energy burst (peaks at about

50 and 80 s, Fig.3.4 (a)) and the peaks of the time-varying source spectral analysis (peaks at about

40 and 60 s, Fig.3.10 (a)). As the rupture approaches the seismic array (TA Array in this study),

the seismic waves arrive earlier because of the shorter traveling distance. If left ignored, the rupture

propagation will bring some errors into the timing of the source (Fig.3.10). However, the ImCS-BP

method can correct these source time shifts/errors and provide more accurate source time estima-

tions. I refer to Yin & Yao 360 for the details and test on this correction.

The evolution of radiated energy (with time and with azimuth (Fig.3.11 (b)) supports the direc-

tivity effects inferred frommy backprojection results: the time interval between the onset of radia-

tion (0) and the first energy peak (1) shortens at azimuths 30˚ - 50˚, implying a probable direction of

the rupture propagation similar to that found by the ImCS-BP (Fig.3.3 (a) and (b)). Although the

ImCS-BP results indicate a clear northwestern propagation towards the trench (azimuth of about

320˚) from 30 s to 80 s (Fig.3.3 (a) and (b)), there is no station available in the azimuth ranges of

200˚ - 320˚ and 120˚-140˚ to support directivity with the spectral analysis. This justifies well the use

of backprojection techniques as a complement to spectral analysis to evaluate source directivity. In

contrast to the low frequency radiation, the HF results from ImCS-BP show a propagation directed

to the North-East (azimuth 30˚ - 50˚), with a downdip unilateral propagation and a peak of coher-

ence at 40-60 s. Both radiation peak time as well as likely source directivity are well consistent with

the time-varying spectral analysis in the HF (Fig.3.10 (a) and Fig.3.11 (c)).

Supported by both backprojection and spectral analyses, the main characteristic of the seismic ra-

diation of this earthquake is the obvious discrepancy in the evolution of the low and high frequency

content during the rupture. They may represent two processes of dynamic rupture characterized
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by different time scales (inverse of frequency) at the updip and at the downdip part of the megath-

rust. The different rupture behaviors at updip and downdip regions of this event have also been

observed byMelgar et al. 205 for the two resolved largest slip patches. They interpret the shallow part

to be similar to a tsunami earthquake143, whereas the deeper portion would behave like a “normal”

source.

Finally, I ought to discuss during the stage III, beyond 100 s into the rupture. Lee et al. 177 sug-

gest that this event is a very long lasting earthquake (duration∼ 250 s), as a combination of a megath-

rust earthquake that propagates updip in the first 150 s with a tsunami earthquake that propagates

along the trench with a slow rupture speed from 150 s to 250 s, which they propose to be equivalent

to aMw 8.08 earthquake. However, the ImCS-BP low-frequency energy bursts are clearly located

on the outer-rise region (Fig.3.3 (a) and (b)) rather than along the trench. Moreover, the dominant

period of the coherent signal is roughly 10 s, which is realistic for a two-way travel time in a 7.5-km

thick water column with a sound speed of 1.5 km/s. Therefore, these bursts likely arise from re-

verberations in the water column, and compared with the previous 2 stages, this stage III does not

seem to be a real physical stage for the rupture but rather a wave propagation effects in the outer-rise

region.

3.5 Rupture dynamic constraints inferred from spatial and temporal source

analysis

3.5.1 Depth-frequency relation

The spatiotemporal distribution of seismic energy bursts from ImCS-BP potentially brings insight

on physical properties on the fault interface. Many backprojection studies of the large subduction-

zone thrust earthquakes, such as theMw 9.3 2004 andMw 8.8 2005 Sumatra, theMw 9.0 2011

Japan, theMw 8.8 2010 andMw 8.3 2015 southern Chile175,324,349,351,359, theMw 8.0 2007 Peru293,
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and in large continental subduction zone such as theMw 7.9 2015 Nepal364,361 reveal clear system-

atic differences between the frequency content of the updip and downdip regions. My results from

ImCS-BP are consistent with previous studies that identify LF radiation in the updip part and HF

radiation in the downdip region of the megathrust earthquakes.

The depth-dependence of seismic radiation is also observed from small and moderate shallow

(< 50 km) earthquakes on the megathrust.121 found a trend in source time functions that, when

adjusted to the seismic moment scaling with source duration, shorten as source depth increases,

implying a higher frequency content. Denolle & Shearer 76 find a similar trend in Japan and in

Sumatra for moderate and large events, trend also confirmed by Ko & Kuo 161 for a wide range of

earthquake magnitudes in the Japan trench. Bilek & Lay 36 interpret this shortening of source pulses

as a systematic variation in rigidity with depth. Furthermore, studies on the generation of high-

frequency strong ground motion simplify the source of megathrust earthquakes to localized strong

motion generation areas, that often locate downdip of the fault19,265.

Regarding any systematic changes in high-frequency falloff rate with depth, Ye et al. 355 argue

for a decrease in high-frequency falloff rates with depth forMw 7+ in subduction zones, further

suggesting a high ratio of high-frequency over low-frequency radiation for the deeper parts of the

megathrust. However, Ko & Kuo 161 find in the Japan trench a relatively constant radiation effi-

ciency with depth, and given the observations of increase stress drop with depth, the high-frequency

falloff rates should at most remain constant with depth.

Earthquake dynamics: geometry vs friction properties

The first mechanism that can explain depth-dependence in seismic radiation is the stress conditions

on the fault before the rupture. Pre-stress and its heterogeneity are particularly difficult to establish,

as multi-cycle earthquakes simulations require both long-term fault healing and short term dynam-

ics84,85. The frequency dependence of the seismic radiation during the Tohoku earthquake has been
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explained in Huang et al. 129,126 by dynamic simulations though heterogeneous distribution pre-

stress on the fault surface.

A second mechanism that can explain the depth-dependence in the frequency of seismic radi-

ation is the frictional resistance on the fault interface. The phase transformation of the minerals

constituting the near fault fabric alters their frictional properties175,277,351. Parametrization of fric-

tion, either through velocity-77,78,259,264 or slip-weakening16,132,242 mechanisms, is often invoked

through a characteristic or critical length scale that can be tuned129,126 to simulate high-frequency

radiation. Often the shallowest part of the plate interface is considered unfavorable to earthquake

nucleation199,267, but other dynamic weakening mechanisms (flash heating, thermal pressuriza-

tion234,258,318 may allow propagation through those areas.

A third, but not least, mechanism that can generate a depth-varying seismic radiation during the

rupture is the geometry of the fault. The hanging wall, or accretionary wedge in subduction zone,

undergoes large dynamic stresses during the rupture47,167,188,231,237. The materials in the accre-

tionary wedge may thus respond inelastically to strong dynamic stresses, an effect that Ma &Hi-

rakawa 190 proposed to exaggerate the depth-dependence to seismic radiation by reducing the high-

frequency radiation at the trench. The accretionary prism, if described as inelastic, may act as an

“energy sink”, reducing the directivity effects in seismic radiation and absorbing the high-frequency

radiation at the trench. Wedge failure may explain my observations.

Pulse-like vs crack-like

In results from both backprojection and spectral analysis, the LF and HF seismic radiation differ

in location of excitation and in direction of propagation, behaving as if they occurred due to two

different rupture processes. My observations suggest a unilateral propagation of the seismic radi-

ation, either updip with the LF radiation, or downdip with the HF radiation. If interpreted in-

dependently, both measures would favor interpretations of unilateral pulse-like ruptures, such as
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that of theMw 7.9 2015 Nepal Earthquake21,94,102,105,361. However, I only observe a single domi-

nant time scale in the whole event spectrum (the source duration), which favors a crack-like model,

as against a pulse-like model that is dominated by the source duration and the rise time76,113. Be-

cause of this contrasting behavior of the radiation, it is difficult to assess whether the rupture had a

more pulse-like behavior (such as a typical Haskell model) or a crack-like behavior. One possibility

is an asymmetry in the slip-rate function at the rupture front where, for the propagation of a simple

crack front, the updip slip-rate function would be smoother (deficient in high frequencies) than the

downdip slip-rate function.

3.5.2 Tsunami genesis

My final discussion point is the spectral shape of the main event at low frequencies. My strict SNR

criterion at low frequency provides me confidence in the peculiar trough in the spectrum at 0.035

Hz, which made me ignore the 0.02 – 0.08 Hz frequency band in my spectral model fitting. This

type of feature is similar to that observed during tsunami earthquakes, e.g., 1994 Java2; 2006 Java13;

2011Mentawai174; 2006 Java and 2010Mentawai76 earthquakes. While the tsunami generated by

the Illapel event reached locally heights up to 11 m205, it is possible that the spectral shape reflects

some features common to tsunami earthquakes. Currently and to the best of my knowledge, there

exist no physics that explains such a notch at long periods in tsunami earthquake P-wave spectra.

3.6 Conclusion

I applied both methods to theMw 8.3 2015 Illapel Earthquake and found a distinct evolution of

the low frequency radiation compared to the high-frequency radiation. Low frequency radiation

is not surprisingly more prominent in large earthquakes and appears consistently shallower than

high-frequency radiation.
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I hope that my combined approach to image the seismic radiation during the earthquake pro-

vides relevant metrics to bridge kinematic observations and dynamic models. Understanding the

physical mechanisms that can explain my observations is central to improving my knowledge of

large megathrust earthquakes. Different mechanisms (friction, pre-stress, geometry) can produce

variation with depth of the frequency content of seismic radiation. Determining whether one mech-

anism dominates over the others deserves to be addressed.

3.7 Data and resources

The t∗ model used in this study is from LindaM.Warren and Peter M. Shearer. The USArray seis-

mic data for the ImCS-BP results are downloaded from IRIS-DMC (Incorporated Research In-

stitutions for Seismology Data Management Center. Networks DOIs are the following: AZ: doi:

10.7914/SN/AZ; BK: doi:10.9732/BDSN; CI: doi:10.7914/SN/CI; CN; II: doi:10.7914/SN/II;

IM; IU: doi:10.7914/SN/IU; IW: doi:10.7914/SN/IW; LD; MX; N4: doi:10.7914/SN/N4; NM;

OK: doi:10.7914/SN/OK; PB; PE: doi:10.7914/SN/PE; PY: doi:10.7914/SN/PY; SC; TA: doi:10.

7914/SN/TA; US: doi:10.7914/SN/US; UU: doi:10.7914/SN/UU; YN: doi:10.7914/SN/YN_2010)

usingWibler 3. The global data for the spectral analysis are from the Federal Digital Seismographs

Network (FDSN. Networks DOIs are as follows: AF: doi:10.7914/SN/AF; AI: doi:10.7914/SN/AI;

AU; AZ: doi:10.7914/SN/AZ; BK: doi:10.9732/BDSN; C1; CC: doi:10.7914/SN/CC; CI: doi:

10.7914/SN/CI; CM; CN; CU: doi:10.7914/SN/CU; G: doi:10.18715/GEOSCOPE.G; GE: doi:10.

14470/TR560404; GT: doi:10.7914/SN/GT; II: doi:10.7914/SN/II; IM; IU: doi:10.7914/SN/IU;

IW: doi:10.7914/SN/IW; MB: doi:10.7914/SN/MB; MX; TA: doi:10.7914/SN/TA; TR) using Ob-

spy (available at https://github.com/obspy/obspy/wiki). Most of the data processing, calcula-

tions, and figure plottings are carried out using Matlab. Some figures in the manuscript are also

plotted using GMT (the Generic Mapping Tools, http://gmt.soest.hawaii.edu/projects/gmt/
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4
Relating teleseismic backprojection images

to earthquake kinematics
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Summary

Backprojection (BP) of teleseismic P waves is a powerful tool to study the evolution of seismic radi-

ation of large earthquakes. The common interpretations on the BP results are qualitative compar-

isons with earthquake kinematic observations, such as the evolution of slip on the fault and rupture

velocity. However, the direct relation between the BP images and physical properties of the earth-

quake rupture process remains unclear and is needed for further application of this technique. In

this study, I start from a theoretical formulation of the BP images, which is linear in the frequency

domain, and carry on a synthetic exercise with kinematic source representations and virtual receivers

embedded in a homogeneous fullspace. I find that the fundamental linear formulation of the BP

method is most correlated with the true kinematic source properties: in frequency domain the BP

images are proportional to the images of slip motion through a scaling matrix F(ω) that accounts for

radiation pattern and source-receiver geometry and that acts as a spatial smoothing operator. Over-

all, the synthetic BP images match relatively well the kinematic models and my exercise validates that

the BP image can be directly used to track the spatio-temporal propagation of rupture front. How-

ever, because F(ω) is not strictly an identity matrix due to limited station coverage in space (azimuth

and distance) and to the limited frequency bands of the seismograms, it remains difficult to recover

the details in the rupture fronts from BP images. I define a resolvability parameter εI(ω) built from

F(ω) that incorporates fault geometry, radiation pattern, and wave propagation (source-array ge-

ometry) to quantify the ability of the BP method to resolve details of the rupture on the fault. εI(ω)

successfully captures the similarity between BP images and kinematic source. I analyze the resolv-

ability of most tectonically active regions and the most commonly used seismic arrays. Based on this

global resolvability analysis, I propose an empirical relation between the seismic frequency, resolv-

able area, and earthquake magnitude. It provides general guidelines to choose the lowest frequency

in seismic waveform (for example, about 0.3 Hz forMw 8 and 1 Hz forMw 7 earthquakes) and to
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interpret the BP image in terms of the source kinematics. In general, this work attempts to provide

a clear interpretation of the BP images in light of the real earthquake rupture process and give a sys-

tematic evaluation of seismic data limitations.

4.0 Introduction

With the development of dense seismic arrays (e.g., Hi-net in Japan236,239; USArray (Earthscope

program)), seismologists are able to harness key information of earthquake sources from seismic

waveform coherency. The backprojection (BP) of high-frequency teleseismic P waves (usually from

0.1 to 4 Hz) is a method widely used to study the evolution of earthquake rupture and has been

particularly effective for the study of large earthquakes. It provides relative location of the seismic

radiation coherency on the projection of the fault plane at the hypocentral depth. Its application to

the recent large earthquakes (Mw > 8) has succeeded in characterizing a spatio-temporal evolution

of seismic radiation of earthquakes94,138,139,156,209,326,344,346,349,350,361,358. BP in general requires

fewer assumptions than kinematic slip inversions that necessitates, for example, fault geometry, slip-

rate function shapes140,141, and rupture velocity in some cases151. In addition, the simplicity of

the method allows for rapid calculations. Therefore, preliminary information about earthquake

rupture processes can be rapidly obtained from waveform data, soon after the seismic waves arrive

at the array of receivers (e.g., Incorporated Research Institutions for Seismology Data Management

Center, IRIS DMC137). Despite the success of the BP approach, the physical interpretation of the

images in terms of rupture properties is yet to be verified.

While the BP images are the spatial and temporal distributions of high frequency waveform co-

herency, they are often referred to as relative radiated energy139 and/or energy burst350. Qualitative

comparisons between BP results and independent kinematic inversions for the recent large earth-

quake events exhibit some spatial and temporal correlation between the BP images and the source
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kinematic evolution22,164,175,205,308,324,347,359,361. In particular, the BP results constructed from low

frequency waves (about 0.1-0.5 Hz) are mostly collocated with large coseismic slip and thus to neg-

ative coseismic shear stress change (stress drop)205,359,361. In contrast, the BP results constructed

from the high frequency seismic waves (0.5-1 Hz) are consistent with the edges of large slip areas,

and thus with the positive stress change (stress loading).

The temporal evolution of the earthquake seismic radiated energy, or seismic power, may be re-

lated to specific locations on the fault with the help of BP images: Denolle et al. 75 and Yin et al. 358

apply a time-varying spectral analysis to calculate the time history of earthquake radiated energy and

directly compare it with BP results, showing the correlation between high coherency and high radi-

ated energy. However, these comparisons remain qualitative, and the interpretation of BP images

with respect to seismic energy or excitation is yet to be investigated.

A first element to discuss is the physical dimensions of the BP image. The BP algorithm involves

the alignment and stacking of observed seismic waveforms. Therefore, the BP approach is essentially

a manipulation of the seismic data, and the BP images carry the physical units of the data. Fukahata

et al. 99 present a theoretical framework on the relationship between the BP results and a classical

linear inversion solution. They focus on the conventional BP138,139 and Hybrid BP346 methods

with linear stacking. They suggest that these BP images represent the slip motion on a fault, thereby

approximately equal to a kinematic slip inversion, provided that the Green’s function is sufficiently

close to a shifted delta function. These conclusions are enlightening to understand the dimension

of the BP images. However, their deductions rely on the assumption of strong decorrelation be-

tween source locations other than the true source. That is, whether the correlation between Green’s

functions frommultiple sources to a single receiver is delta function in space. This assumption on

decorrelation may not hold as it is widely used in seismic interferometry analysis51.

A second element to discuss is the ability of BP methods to resolve small wavelengths features

in source radiation in various frequency bands. One of the conventional approaches to quantify
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resolution is to perform the seismic array response262. The array response carries important in-

formation about the limitations in spatial resolution of a seismic array toward specific region; it

represents the BP image given a delta source in time and space. Another method to test the resolu-

tion of a BP method is to setup a series of synthetic point sources with different locations and/or

source times, then to apply the BP method and see whether these point sources can be correctly re-

covered209,326,349,360,358. These synthetic tests are popular to establish the spatial resolution limits of

BP. Another example of such exercise is howWang et al. 326 integrate these two approaches. They

express the BP images as the convolution of an array response and a series of point sources, and then

attempt to solve for the high-frequency radiators (source series) through an inversion scheme. How-

ever, and in general, an instantaneous point-source representation of the on-fault radiation may not

be appropriate and the process zone (zone of active slip) is likely distributed in realistic earthquakes.

Addressing these two elements is necessary to interpret source physics from the BP images and

to better apply the BP methodology to study earthquake ruptures. Specifically, the physical unit of

the BP image determines whether I can interpret the BP images as snapshot of slip motions; the BP

resolution controls whether, and how well, I can use the BP images to map rupture propagation (i.e.

for appropriate estimate of rupture velocity).

Realistic kinematic source generators provide great opportunities to investigate the relation be-

tween BP images and kinematic properties. This study attempts to address the elements mentioned

above using synthetic waveforms. I restrict my discussion to idealistic wave propagation in a homo-

geneous full space in order to focus on the relation between source and seismic waveforms and ig-

nore the effects of 3D elastic structure (and Green’s function) that might alter the results139,210,362.

In a homogeneous full space there are (i) analytical formulations of the far-field body waves7 and

(ii) reliable kinematic source representations (in this study, I use the kinematic source generator de-

veloped by Crempien & Archuleta 68 , Liu et al. 183 , Schmedes et al. 276). Moreover, I consider the

simplest approach to backprojection, that is, the linear stacking in the Fourier domain. This frame-
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work enables a direct reading of the BP image in light of the source slip-rate functions. Given this

linear formulation, I propose a simple scalar metric to quantify the BP resolution solely based on the

source-receiver geometry and for a given seismic frequency. Then, I test the linear BP images against

realistic and heterogeneous kinematic sources. Finally, I extend these theoretical formulations to ex-

plore realistic limitations of BP techniques given the distribution of global seismicity and of globally

available seismic arrays.

4.1 Methods

4.1.1 Synthetic seismograms for kinematic sources

In the homogeneous full space, the direct teleseismic P-wave displacement seismograms dk(t) recorded

by the kth station can be regarded as the summation over the fault plane (or source) of individual

slip-rate functions _un(t) (subfault n) with terms of radiation patternRP
kn, geometrical spreading,

and travel-time delay tkn 7:

dk(t) =
N∑
n=1

RP
kn

4πρα3
μΔS
rkn

u̇n(t− tkn), (4.1)

where rkn is the distance from the nth subfault to the kth station; ρ, α, and μ are the density, P-

wave velocity and shear modulus in the source region, respectively. ΔS is the area of the subfault.

This is a discretized formulation of the representation theorem48 applied in the far field for a

source with known slip history. After a Fourier transform, the travel-time delays become phase shifts

e−iωtkn at the angular frequency ω,

Dk(ω) =
N∑
n=1

RP
kn

4πρα3
μΔS
rkn

e−iωtknU̇n(ω). (4.2)
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Given the linearity of the formulation in the frequency domain, I form an vectorial representa-

tion to incorporate seismograms from an array of stations (seismogram spectra):



D1(ω)

D2(ω)
...

DK(ω)


= A(ω)



U̇1(ω)

U̇2(ω)
...

U̇N(ω)


, (4.3)

where the wave propagation matrixA(ω) is:

A(ω) =
μΔS
4πρα3

×



RP
11

r11 e
−iωt11 . . .

RP
1N

r1N e
−iωt1N

RP
21

r21 e
−iωt21 . . .

RP
2N

r2N e
−iωt2N

... . . . ...
RP
K1

rK1 e
−iωtK1 . . .

RP
KN

rKN e
−iωtKN


K×N

. (4.4)

Being a linear operator in the frequency domain, the vectorial formulation of Eq.4.4 is conve-

nient to separate the two main variables that constitute a seismogram: the source term with the

slip-rate function U̇n(ω) and the wave-propagation termA(ω). The latter can be revised to accom-

modate radiation pattern, geometrical spreading, and travel-time elements calculated in a 3D Earth

model. The linear BP in the frequency domain is similar to beamforming262,326,360. In the practical

application of frequency-domain BP, the waveform data are windowed and Fourier transformed to

construct Eq.4.3. This provides the temporal dependence of the BP images.

4.1.2 Formulation of linear BP in the frequency domain

The two key ingredients of BP are waveform alignment and stacking138. The literature is rich in

method development to improve both ingredients139,206,210,320,344,346,350,366. The alignment in my
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synthetic exercise is known and trivial. The linear stacking scheme is chosen in order to relate source

kinematics to BP images, which differs from other studies that may favor nonlinear nth-root stacking

scheme to enhance resolution.

The alignment and linear stacking are carried out by multiplying a phase-shift matrix Ã(ω) to the

left hand side ofD(ω) in Eq.4.3:

Ã(ω) =



eiωt11 eiωt21 . . . eiωtK1

eiωt12 eiωt22 . . . eiωtK2
... . . . . . . ...

eiωt1N eiωt2N . . . eiωtKN


N×K

W, (4.5)

where the matrixW is aK×K diagonal matrix that is used in linear weighted stack to balance the

contributions of seismograms. The weighting matrixW is usually applied to normalize the different

amplitude of waveforms or adjust the uneven distribution of stations in a seismic array320,321,350. In

this example, I apply uniform averaging by choosingW = 1
K I for the evenly distributed synthetic

array and omit it in the following discussion. In practice, the travel-time terms in the Ã(ω) are the-

oretically calculated based on a specific Earth velocity model. Therefore, I can obtain the BP results,

or I call BP image at frequency ω:

UBP(ω) = Ã(ω)D(ω) = Ã(ω)A(ω)U̇(ω) = F(ω)U̇(ω). (4.6)

This simple form provides a linear relation in the frequency domain between the BP image

constructed from displacement seismogramsUBP(ω) and slip-rate field on the fault surface U̇(ω).

Specifically, the BP image should be proportional to the band-pass filtered slip-rate field. The scaling

factor is the matrix F(ω) = Ã(ω)A(ω), which is a frequency dependent function of the source-

array geometry, wave propagation effects, and radiation pattern (Fig.4.1 (a) - (c)). Note that Ã(ω)
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is notA(ω)−1, which would turn the problem into a kinematic slip inversion. Instead, F(ω) bears

great similarity with the array response: each column is the array response to an impulse source at a

particular source location with specific radiation pattern terms (Fig.4.1 (d) - (f)). I refer to F(ω) as

the resolution matrix because of its spatial smoothing effects on the slip-rate field at a specific fre-

quency ω. The closer F(ω) is to identity, the greater the similarity between BP image and slip-rate

field. I thus proceed to investigate the impact of F(ω) onto interpreting the slip-rate distribution

from BP images. Fig.4.1 (a) - (c) shows an example of F(ω): it varies in shape as it converges to di-

agonal with increasing seismic frequency. To quantify the similarity between the resolution and

identity matrices, I define the resolvability parameter εI as the 2D correlation coefficient between the

F(ω) and an identity matrix with same size:

εI(ω) = |corr2(F, I)| =
|
∑

m
∑

n(Fmn − F̄)(Imn − Ī)|√
[
∑

m
∑

n(Fmn − F̄)2][
∑

m
∑

n(Imn − Ī)2]
,

(4.7)

m, n being the elements of the matrices. εI(ω) varies between 0 and 1 and provides a compact

form to quantify the resolution of linear BP for specific array settings and the deterioration effects

of the source-receiver geometry on the BP image. I refer to εI(ω) as measure of resolvability. It does

not carry the units of spatial resolution, instead it encapsulates multiple parameters relevant to BP

processing. This choice bears some similarity with other metrics, such as the Goodness-Of-Fit crite-

ria that combines multiple ground motion metrics to quantify broadband waveform fitting240.

4.2 Backprojection on kinematic sources

I test the linear BP method using the theoretical formulation of Eq.4.6 and its usefulness in inter-

preting kinematic properties on synthetic sources that has kinematic complexity.
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Figure 4.1: Absolute value of the resolution matrices of the Hi‐Net array toward IDN2 region (see location in Figure 7)
at (a) 0.2 Hz; (b) 1.05 Hz and (c) 2.15 Hz. (d) ‐ (e) show the corresponding array response at the source location indicated
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4.2.1 Synthetic example set up

A pseudo-dynamic source model is a statistical representation of the source built upon the correla-

tions among kinematic parameters found in earthquake dynamic models196,275. I use a kinematic

source generator developed by Liu et al. 183 and Crempien & Archuleta 68 . The kinematic source

parameters are local slip, rise time, rupture velocity, peak time. After a spatial discretization of the

fault plane, I obtain a series of correlated distributions of seismic moment, rupture velocity, and

rise time (Appendix A Fig.A.1). Onset time, which is the time when each subfault begins to slip, is

calculated using the wave equation on the rupture velocity field96. I use the moment-rate function

defined in Liu et al. 183 :

u̇(t) =



CN[0.7− 0.7 cos(πt/τ1) + 0.6 sin(0.5πt/τ1)] (0 ≤ t < τ1)

CN[1.0− 0.7 cos(πt/τ1) + 0.3 cos(π(t− τ1)/τ2)] (τ1 ≤ t < 2τ1),

CN[0.3+ 0.3 cos(π(t− τ1)/τ2)] (2τ1 ≤ t < τ)

(4.8)

where CN = π/(1.4πτ1+1.2τ1+0.3πτ2) is a normalization constant, τ is the rise time, τ1 = 0.3τ

is the peak time and τ2 = τ − τ1 = 0.7τ. Therefore, the nth subfault patch on the fault surface has

the corresponding slip-rate function:

u̇n(t) = u̇(t− tn0)Mn
0/(μΔS), (4.9)

where tn0 andMn
0 are the onset time and seismic moment at the nth subfault, respectively. The to-

tal seismic moment of these pseudo-dynamic sources corresponds toMw 8, above which magnitude

the BP methods is generally applied and seem to work best (more details are discussed in the section
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2.4 and section 2.5.4).

The synthetic seismograms are constructed from the slip history of each source model. To fo-

cus on source rather than wave propagation effects, I keep wave propagation simple and embed the

source in a homogeneous full space (Fig.4.2 (a)) of elastic properties density ρ = 2, 700 kg/m3;

shear modulus μ = 2.43 GPa; P and S wave velocity areVP = 5.2 km/s andVS = 3.0 km/s, re-

spectively. Eq.4.1 then allows me to numerically compute the direct P-wave seismic waveforms for a

specific array of receivers. The focal mechanism at each subfault is a pure shear double couple with

15◦ dip angle, 0◦ strike angle, and 90◦ rake angle to render the typical slip direction of megathrust

earthquakes. I strategize to place the synthetic receivers beneath the synthetic source to mimic the

steep takeoff angles of teleseismic P waves (15◦ − 30◦, see Fig.4.2 (a) and Fig.4.3 (a)). Rupture veloc-

ity information can be inferred from directivity effects. Therefore, I apply the linear BP method for

the synthetic source with two types of seismic arrays: (i) arrays Toward1 and Toward2, both located

ahead of the rupture direction; (ii) arrays Away1 and Away2, both located behind the direction of

rupture. In each type of arrays, I also design the locations of two arrays to sample different parts of

the radiation patterns: Set1 with those labeled 1 (Toward1 and Away1) have rays that sample the

same quadrant of the P-wave radiation pattern (i.e. identical polarity) while the Set2 arrays labeled

2 (Toward2 and Away2) mostly sample the P-wave nodal plane (Fig.4.3 (a)). I adjust the distance

to the kinematic source with the known takeoff and azimuth angles of each virtual station (Fig.4.3

(a)) and make the travel time identical to those calculated from the IASP91 1D Earth velocity model

(Fig.4.3 (b), the velocity model is from Kennett & Engdahl 150). All these settings aim to keep the

synthetic BP tests resembling the real applications. It is intuitive that Set2, which samples the nodal

plane, is greatly impaired by waveform de-coherence (Fig.4.2 (b)) among virtual receivers and thus

produce a low resolvability εI(ω).

I apply the basic linear BP method described in Section 2.2 to these synthetic waveforms, which

I filter in several narrow frequency bands within 0.1 to 1 Hz. I slide through the waveforms with a
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20% Tukey window taper (20% total window length for the cosine taper) every time step of 0.5 s.

The length of time window is chosen as 4 times of longest period (4/fmin seconds) of the bandpass

filters (40 s: 0.1-0.2 Hz; 20 s: 0.2-0.4 Hz; 10 s: 0.4-0.7 Hz; 6 s: 0.7-1 Hz) to capture enough peri-

ods in the waveforms. Then, I transform the windowed waveforms to frequency domain, obtain

the synthetic data spectraD(ω), and calculate the corresponding phase-shift matrix Ã(ω) for the

pre-defined source location. Therefore, I can obtain the BP images at each frequency ω and for each

time window (Eq.4.6). It is common in frequency-domain backprojection to correct the window

time to the appropriate source time: the motion of a source stretches of the seismic signal that dis-

torts the windowing time axis (similar to Doppler effects, see the directivity effects in waveforms in

Fig.4.2 (b)) and thus requires a time calibration. I apply the same calibration method as introduced

by Yin & Yao 360 (see their Eq.(11)) and use the location of highest BP amplitude to calibrate the

window time for the correct source time.

In this controlled experiment, I can directly compare the BP results with the ground truth parametriza-

tion of the rupture. Since the relation between BP results and source kinematics is built in the

frequency domain (Eq.4.6), it is necessary to combine the BP images at various frequencies and

compare with the slip motions in a continuous frequency band. However, I cannot equate the

time series of broad-band BP results (i.e. inverse Fourier transform of the BP value at each subfault∫
UBP(ω)eiωtdω) and slip-rate field (i.e. inverse Fourier transform of U̇(ω)) simply from Eq.4.6 be-

cause the resolution matrix F(ω) is frequency dependent and is not identity (Fig.4.1). Instead, I fo-

cus on the spatial similarities between the BP images and slip motions distribution of the kinematic

sources. I compare the averaged the BP results with all central frequencies (13 discrete frequency

values in total: 0.125 Hz, 0.15 Hz, 0.175 Hz, 0.20 Hz, 0.25 Hz, 0.30 Hz, 0.35 Hz, 0.40 Hz, 0.50

Hz, 0.60 Hz, 0.70 Hz, 0.83 Hz, 1.00 Hz) and the filtered slip-rate field within the broader frequency

band of 0.1 to 1 Hz. I normalize the BP images at each frequency due to the large differences in the

absolute amplitude of these BP results. The frequency-dependent normalization factor is taken as
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the peak amplitude of the image over the entire source duration. By averaging the normalized BP

results over all frequencies, I can obtain the average BP image in the corresponding frequency band.

To quantify the similarity between the images, I measure the 2D correlation coefficient (CC) also

defined in Eq.4.7 between snapshots of the averaged BP image and of the bandpass filtered slip-rate

field.

4.2.2 Results of synthetic backprojection

Resolvability

First, I estimate the resolvability for all four synthetic arrays in the way that was introduced in Sec-

tion 2.2 Eq.4.7 (Fig.4.2). The resolvability εI(ω) increases with seismic frequency (Fig.4.3 (c)). Be-

cause of the symmetry of the array distributions with respect to the radiation pattern, the resolvabil-

ity curve of Toward1 and Toward2 overlap with those of Away1 and Away2, respectively. Moreover,

the resolvability of Toward1 and Away1 is systematically higher than Toward2 and Away2 due to

better coherency of the waveforms (Fig.4.2 (b) and Appendix A Fig.A.2).

Precaution ought to be given to arrays that sample the nodal plane of the focal sphere. The lower

resolvability εI(ω) of Set2 indicates the lower BP resolution of seismic arrays near the nodal plane of

focal mechanisms due to the source-receiver geometry. Although the early waveform polarity can

be manually adjusted by changing the signs of elements in the weighting matrixW, it is difficult to

track the later polarity flips due to the propagation of rupture (see arrows in Fig.4.2 (b) as well as

in the Appendix A Fig.A.2). In addition, moving ruptures induce two effects that might dominate

near the nodal planes: i) the moving rupture changes the source-receiver geometry and ii) the radi-

ation pattern is likely to vary due to non-planar fault geometry (for example, the 2002 DenaliMw

7.9 earthquake91; the 2012 SumatraMw 8.6 earthquake207; and the 2016 KaikouraMw 7.8 earth-

quakes88). Therefore, delayed polarity flipping can greatly impair waveform coherence and yield
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poor BP resolution and significant bias in the results. In general, arrays with rays taking off in the

vicinity of the nodal planes will be subject to uncertain BP results.

To conclude, the resolvability parameter provides a metric to select array location and confidence

in the BP resolution. It incorporates source-receiver geometry and radiation pattern effects present

in the resolution matrix F(ω) and thus in εI(ω). The resolvability can be easily extended to more

complex station distributions like realistic seismic arrays (see later Section 4).

BP images vs slip-rate images

The absolute amplitude of the BP images is controlled by the geometrical spreading and attenu-

ation, which is in general poorly constrained. Resolvability is better at higher frequency, but the

displacement and velocity seismograms are dominated by low frequencies due to the long source

duration. Thus, I normalize the BP images at each frequency between 0.1 and 1 Hz and average

them for each array. Fig.4.4 shows these images against the known band-passed filtered slip-rate

field. Overall, the general features of the BP images are consistent with the evolution of high slip

rates (Fig.4.4). The CC values generally vary between 0.1 to 0.6 (Fig.4.5 (a) and (b)), which indicates

that each array is able to capture relatively well the propagation of rupture on the fault surface, even

with lower resolvability. I now discuss the second order disparities among the BP images.

The CCs from Set1 (range 0.2 - 0.6) are systematically higher than those obtained with Set2

(about 0.1 - 0.4), especially during the major stage of moment release in the first 80 s (Fig.4.5 (a) and

(b)). It is expected to occur from the higher resolvability values of Set1. Taking the 10 and 20 s snap-

shots for example, Set 2 arrays produce 2 peaks instead of the single peak of the slip-rate distribution

(Fig.4.4 (b) and (d)). Therefore, these two peaks are likely artifacts due to the improper source-

receiver geometry, i.e. the sampling of the nodal planes on the focal sphere. Because the source di-

rectivity effects are expected to occur at equal strength in both Sets, such as those seen in the raw

waveforms (Fig.4.2 (b)), I attribute these first-order differences to the source-receiver geometry, ra-
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Figure 4.4: Comparison between the kinematic source model and BP results from (a) Toward1; (b) Toward2 and (c)
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76



0.1

0.3

0.5

0.7

C
C

Toward1
Toward2
Stacked
Random

0.1

0.3

0.5

0.7

C
C

Away1
Away2
Stacked
Random

0

0.2

0.4

0.6

0.8

1

R
el

at
iv

e 
A

m
pl

itu
de Toward1 BP energy

Toward2 BP energy
STF
Radiated energy

0 20 40 60 80 100 120
Time (s)

0

0.2

0.4

0.6

0.8

1

R
el

at
iv

e 
A

m
pl

itu
de Away1 BP energy

Away2 BP energy
STF
Radiated energy

10s
-100 -50 0 50 100

Strike (km)

-50

0

50

D
ip

 (k
m

)

20s

-50

0

50

D
ip

 (k
m

)
30s

-50

0

50

D
ip

 (k
m

)

40s

-50

0

50

D
ip

 (k
m

)

50s

-50

0

50

D
ip

 (k
m

)

60s

70s

80s

90s

100s

-100 -50 0 50 100
Strike (km)

0 Max BP

(b)

(d)

(c)

(a)
(e)
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correlation coefficients (CC) between moment‐rate distribution and BP images from all 4 different arrays (thin gray
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(e) Green images show the stacked BP images compared with slip rate distribution. Other symbols are the same as in
Fig.4.4.
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diation pattern effects, which are captured in εI (Fig.4.3 (c)). Therefore, the higher resolvability of

Set1 confirms that Set1 is able to better image the slip-rate evolution.

The BP images are also affected by rupture directivity effects. The BP images from the Toward

arrays (Fig.4.4 (a) and (b)) capture the beginning (0 - 30 s) as well as the end (50 - 100 s), but have

lower quality results in between (30 - 50 s); the BP results from Away1 and Away2 arrays (Fig.4.4 (c)

and (d)) are slightly more consistent with the slip-rate distribution within 30 - 50 s but give poorer

constraint on the later stage of rupture after 50 s. During the first 30 s Toward and Away arrays

exhibit quite similar results and have approximately the same level of CC values within both Sets

(Fig.4.5 (a) and (b)).

The complementary results obtained from the Toward and Away arrays imply that I can attempt

to improve the BP results through stacking of seismic arrays. This stacking strategy has been suc-

cessfully employed in previous studies252,366. Based on Eq.4.6, the stacking over various arrays is

effectively a stack of their resolution matrix F(ω) for the same source term _U(ω) and thus improves

the resolvability. I perform the stacking on the BP images from single array (Fig.4.4) to obtain the

stacked results in Fig.4.5 (e). In practice, the stacking over different seismic arrays may require some

weighting of the contributions of different arrays366. But in my synthetic test on stacking, the ab-

solute amplitudes of BP images from each single array are preserved without extra weighting when

stacking over arrays. This is reasonable because the aperture and scale of four synthetic arrays are

similar but amplitude of waveforms varies a lot (Fig.4.2 (b)). Therefore, the direct stacking naturally

allows the BP images from Set1 arrays with higher resolvability to dominate. As expected, the stack-

ing can provide a sharper image and a better fit with stable CC from 0.4 to 0.6 (Fig.4.5 (a) and (b))

for the entire rupture duration.

Finally, it is common to analyze the temporal and spatial evolution of the peaks of the BP im-

ages. I can either look at (i) the squared peak BP amplitudes, which is usually called relative energy

radiation139, or (ii) track the spatial variation of BP peaks to estimate the rupture velocity.
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(i) I compute the temporal evolution of the peak squared BP amplitude, that is, the relative en-

ergy radiation for each array (Fig.4.5 (c) and (d)). I also compare them with the squared moment

acceleration (time derivative of source time function), which is proportional to the radiated energy

(black lines in Fig.4.5 (c) and (d)). The BP peak amplitude from all arrays captures quite well the on-

set of the moment-rate and moment-acceleration functions, as also captured by the high CC values.

Furthermore, the time series of BP energy resembles that of the squared moment acceleration. One

possible explanation is the whitening of the BP spectrum during the stacking over frequency, which

effectively brings up the level of the high frequencies. However, their strict similarity is hindered by

methodological limitations such as off diagonal terms in the resolution matrix F(ω), rupture direc-

tivity, even structural effects for the real BP applications.

(ii) Since the BP peaks are consistent with the peak locations of slip motion on the fault (Fig.A.3

(a) in the Appendix A), I can estimate the average rupture velocity from propagation of BP peaks.

I use the BP results from the Away1 array (Fig.4.4 (c)) as an example. Similar to many BP stud-

ies209,325,350,359,358, I estimate the average rupture velocity through a linear fit between the distance

from epicenter to BP peaks and time (Fig.A.3 (c) in the Appendix A). I find that the rupture veloc-

ity estimated from the slip-rate peaks is 1.75 ± 0.03 km/s while the rupture velocity from BP peaks

is 1.55 ± 0.06 km/s. The rupture velocity estimated from other arrays is generally consistent with

slight difference (Toward1: 1.69 ± 0.09 km/s; Away2: 1.53 ± 0.08 km/s; Toward2: 1.62 ± 0.10

km/s).

4.3 Resolvability of global earthquakes and arrays

In addition to the synthetic exercise, my study aims to provide recommendations for BP studies

through the evaluation of resolvability εI(ω) given the global seismicity and accessible seismic net-

works. Based on Eqs.(4.4) and (4.5), I simply calculate F(ω)with the radiation pattern termsRP
kn
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Figure 4.6: Global map of seismic arrays and focal mechanisms in this study. Colored triangles indicate various seismic
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NIED Hi‐net websites (http://www.hinet.bosai.go.jp/). Many of these stations may not be available/deployed during
the same period of time. Black focal mechanisms are those of shallow (depth< 100 km) earthquake with magnitude
Mw > 7.5 from the Global Centroid Moment Tensor (GCMT) solution (http://www.globalcmt.org/). The average focal
mechanism in each region is indicated by blue beach balls.

and the relative position between global seismic stations and global source regions. I then use the

Global Centroid Moment Tensor data base (GCMT, http://www.globalcmt.org/) to estimate the

global seismicity radiation pattern (Fig.4.6)

In practice, the compilation of regional focal mechanisms of past moderate and large magnitude

earthquakes allows me to construct an effective radiation pattern through averaging of strikes, dips,

and rakes. I choose 19 regions in the world where the occurrence of large earthquakes (Mw > 7.5) is

frequent (Fig.4.6). For each region I only select focal mechanisms from theMw > 7.5 earthquakes

with depth< 100 km and then directly average their source parameters: the 6 components of their

moment tensor, longitude, latitude, and depth. I naturally weight the averages based on their seis-

mic moment and let the focal mechanisms of the largest (Mw 8-9) dominate. Finally, I scale the
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Figure 4.7: Resolvability of the Hi‐Net array toward source regions within 30◦‐90◦ teleseismic distances. (a) Map view
of the Hi‐Net array and the averaged source focal mechanisms in each regions (blue beach balls). (b) The frequency‐
varying resolvability of Hi‐Net array toward different regions. The concentric circles correspond to frequency from 0.1
Hz to 4 Hz in log scale. The resolvability is color‐scaled in orange.

seismic moment magnitude of these average earthquakes to be ofMw 8, above which BP method

using teleseismic data works best (further discussion on this part in the later section).

As for the distributions of the stations, I download the locations of all available stations from

IRIS SeismicQuery website (https://ds.iris.edu/SeismiQuery/station.htm) and NIEDHi-net web-

sites (http://www.hinet.bosai.go.jp/). Then, I cluster all these stations into large arrays. These ar-

rays, including all temporary array stations, provide the ideal data coverage to apply the BP methods

(Fig.4.6).

This study aims to provide an informed recommendation on the resolvability of the BP images

given the source-receiver location. I first take the example of the Hi-net seismic array, a high quality

dense seismic array239,236,138,320 and then provide a global perspective.
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Fig.4.7 (a) shows an example of the seismic active regions within teleseismic distances (30◦-90◦)

of the Hi-net array in Japan. The Hi-Net array can cover many major subduction zones includ-

ing Indonesia (IDN1-Java and IDN2-Sumatra), Philippine (PH), Solomon (SM), Tonga (TG),

and Alaska (AK1-Aleutian and AK3) subduction zones. In addition, there are also two transform

plate boundaries in New Zealand (NZ) and Alaska (AK2). The average focal mechanisms shown

in Fig.4.7 (a) are consistent with the geometry of the plate boundaries. I set the size of the potential

source regions to be horizontal 4◦ × 4◦ planes discretized with 32 × 32 grid points and choose the

average depths of theMw 7.5+ earthquake sources. Travel times from each grid point source to each

station are computed using the IASP91 model150. I then use Eqs.(4.4) and (4.5) to calculate the res-

olution matrix F(ω) and the corresponding resolvability from Eq.4.7. I focus on the frequency band

from 0.1 to 4 Hz that is often used in backprojection studies. Fig.4.7 (b) shows the resolvability of

the Hi-Net array toward all source regions. The resolvability is quite low below 1 Hz but rapidly

improves at higher frequencies. Hi-net array can well resolve sources in Sumatra, Solomon, and

Alaskan subduction zones. But it does not work well for the New Zealand (NZ) region because it

is located too close to the nodal plane, which is the similar case as shown in my synthetic test results

for the Set2 arrays.

I then show the resolvability distributions of all global seismic arrays in Fig.4.8. The systematic

increase in resolvability with frequency is notable at all arrays and for all sources. Most of the large

scale and dense arrays (USA (US), Eurasia (EA), Europe (EU), and Africa (AF)) have good resolv-

ability to most source regions.
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Figure 4.8: The same resolvability as Fig.4.7 (b) but for all global arrays. The location of arrays as well as the source
regions can be found in Fig.4.6. The resolvability of all stacked array is shown in the bottom right.
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4.4 Discussion

4.4.1 Using the linear BP image results to explain earthquake rupture

The theoretical formulation as well as the synthetic tests on complex kinematic sources help me

to better interpret the BP images in light of earthquake kinematics. Since the displacement seis-

mograms are determined mainly by integrating the slip-rate functions over the fault plane from

Eqs.(4.1) and (4.2), the linear BP results constructed from the synthetic seismograms correspond

well to the slip motions, i.e. the slip rates for displacement seismograms (this study) or slip acceler-

ations for velocity seismograms. In the frequency domain, the BP image at each narrow frequency

is actually consistent with the slip motion distribution filtered around that frequency (see Fig.A.4

in the Appendix A), consistent with on my theoretical formulation Eq.4.6. However, in frequency

domain BP, the displacement BP image and velocity BP image at the same frequency ω ought to be

proportional iω.

As indicated in Fig.4.5 (a) and (b), for the four single arrays and the composite one, the average

correlation coefficients between the average BP image and filtered slip-rate distribution generally

varies between 0.1 to 0.6. This range of CC indicates that the BP method can recover relatively well

the first order features of slip motion such as the slip peaks and spatial extent of rupture. The direct

comparison between BP peaks and peak slip rates in Fig.A.3 (a) can validate this consistency.

Since the peak slip rate always occurs slightly behind the true rupture front, my theoretical for-

mulation and synthetic tests indicate that the BP image can give a good estimation on, at least, the

lower limit of the average rupture velocity. In some specific cases, even the detailed changes of rup-

ture velocity during an earthquake rupture can be possibly observed325,358 given the good resolv-

ability (Fig.4.8). Given the variations in rupture velocity that are estimated with the source-receiver

geometry, I suggest that the rupture velocity obtained from BP studies is a robust lower limit esti-

mation of the earthquake rupture velocity. On the other hand, the large variability of CC values
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(0.1-0.6) and lack of perfect value (CC=1) imply that the BP results cannot recover the exact slip

history. I attribute this due to the shape of the resolution matrix F(ω) that is not proportional to

identity. A critical element of conventional BP is whether the waveforms can constructively or de-

structively interfere in the stacking. Low frequency waveforms have a wider sensitivity zone and

are likely to interfere within a large source region (e.g. Fig.4.1 (a) and (d)), which further lowers the

resolvability. On the other hand, the observed high-frequency data is limited due to attenuation

and the non-stationary station coverage. This can be clearly quantified by the spectrum of BP re-

solvability. For instance, the resolvability of BP images constructed from the Hi-net stations of an

earthquake in the Indonesia region (IDN1 or IDN2) increases from 0.1 at 0.1 Hz to 0.75 at 12 Hz

(Appendix A Fig.A.5). However, seismic attenuation in the mantle constrains the upper observable

teleseismic frequency to a maximum of 4 Hz, above which the signal-to-noise ratio of teleseismic

seismograms is very low331,332.

Therefore, I conclude that the BP images derived from raw seismic data, if corrected for attenu-

ation, are proportional to the slip-rate field after a spatial smoothing, which can be parameterized

by the resolution matrix F(ω) (Fig.4.1). This is similar to the conclusions of Fukahata et al. 99 that

the BP image represents the slip motion on a fault, provided that the Green’s function is sufficiently

close to a delta function. My results, however, show that the Green’s function cannot realistically

be a delta function, but that general features of the slip motions may be recovered within limited

frequency bandwidth.

The relation between the BP image and the kinematic source process provides a unique way to

infer the slip behaviors in the relatively higher BP frequency band: the high frequency components

of the slip history, parameterized either with slip rate or acceleration, are sensitive to the sudden

change of rupture propagation193,194 and thus can be used to estimate the overall pattern of rupture

propagation such as the rupture extend or lower limit of rupture velocity.

Many previous studies on the megathrust events reveal a frequency-depth relation of the seismic
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radiation coherence in the BP results175,205,293,324,351,359. Interestingly, this pattern cannot be clearly

observed in my synthetic kinematic sources: neither in the filtered slip motion distribution nor in

the BP images (see Fig.A.4 in the Appendix A). This implies that the occurrence of frequency-

dependent seismic radiation may require additional source heterogeneities that would cause sys-

tematic spatial variations of rise times or slip-rate functional forms, but that are not modeled in my

kinematic source. These heterogeneities may be better modeled with realistic dynamic models that

account for pre-stress129, friction257,277, fault geometry195 or even inelasticity effects190 along dip

direction,not included in this study but worth further investigations.

Finally, I discuss the spectral decay of the BP amplitudes. At any time, the BP amplitude decays

with frequency in a way that is similar to the source spectral decay (Fig.A.6 in the Appendix A). The

high frequency spectral falloff rate of this BP peak amplitude spectrum from linear regression varies

from 2.9 to 3.3 for all four arrays in my synthetic tests with kinematic source (Fig.A.6 in the Ap-

pendix A). Considering the spectral falloff rate of the sliding time window, which is 1 for the Tukey

taper used in this study, the corrected source spectral falloff rate estimated from BP peak amplitude

can be 1.9 to 2.3 in 0.1-1 Hz. The falloff rates of BP peak amplitude spectra are roughly consis-

tent with the spectral falloff rates of the sources, 2.2 (Fig.A.1 in the Appendix A) for the kinematic

model. In practice and for further interpretation of the spectral decay in terms of rupture process, a

correction of the amplitude for high frequency attenuation is required and remains challenging.

4.4.2 Discussion on 3D structural effects on resolvability εI(ω)

In this study, the theoretical relation of Eq.4.6 is described in a homogeneous full space and so I as-

sume an ideal case that I can perfectly correct the travel time: the travel-time terms in the matrices

Ã(ω) andA(ω) are equal. Under this assumption, I have ignored the uncertainty of the travel-time

corrections that may present in practice. While both source and path complexity affect the seismo-

grams, my primary motivation of this study is to map the source complexity with idealized path
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Figure 4.9: Generalized resolvability with travel time perturbation. (a) A schematic cartoon shows the structural hetero‐
geneities along the ray path. The yellow rectangle is a source with 3 grids indexed by n. Black arrow shows the rupture
propagation. Green triangles are the stations indexed by k. The two circle patches show the velocity anomalies along
the ray paths from each source grid to stations. (b) ‐ (c) The systematic travel‐time perturbation matrix Δt1kn and its cor‐
responding resolvability, respectively. (d) ‐ (e) The random travel‐time perturbation matrix Δt2kn and its corresponding
resolvability, respectively. In (c) and (f) the green lines are the Away1 array resolvability, the same as shown in Fig.4.3 (c)
and the red lines are the corresponding resolvability from travel time perturbations.
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terms. In this section, I briefly address the impact of path complexity on resolvability. The concept

of BP resolvability εI(ω) is to propose an upper bound of my confidence in the BP images, i.e., to

what extend I can recover the source kinematics from BP images.

A first element I can incorporate is a variable contributions of stations and arrays. For exam-

ple, the relation of Eq.4.6 ignores the weighting matrixW. I can generalize the resolution matrix

Fg(ω) = Ã(ω)WA(ω) to account for the waveform normalization, different array contributions

and polarity reversal.

A second element I can incorporate is travel-time uncertainty due to the unknown 3D structure.

In realistic situation, the travel-time terms in the wave propagation matrixA(ω) and the BP phase

shift matrix Ã(ω) are different: in the former the tkn is the true travel time while in the latter tkn is

a theoretical estimate. To account for this difference, I note Ã(ω) to be t′kn as the theoretical travel

time and regard the tkn inA(ω) as the true travel time. For example, the diagonal phase-shift terms

now become Fnn(ω) =
∑

k
RP
kn

rkn e
iω(t′kn−tkn). Then, I can model uncertainties in travel time due to my

limited knowledge of the Earth structure, in particular for small length-scale anomalies rays travel

through.

To simulate these effects on the BP resolution, I design two different kinds of travel time per-

turbations, one that is far-field systematic shift, one that is typical of local site effects (Fig.4.9 (a)).

I use the synthetic setting of Away1 array as an example. I add the travel-time perturbations as

Δtkn = t′kn − tkn, re-construct F(ω) as well as the resolvability. The first uncertainty Δt1kn is a

systematic travel-time shift of±1 s added to half of the source-receiver pair (-1s for 1/4 and +1s for

the other 1/4, see Fig.4.9 (b)). The second kind of perturbation Δt2kn is a simple random shift taken

from a uniform distribution with maximum amplitude of 0.2 s (Fig.4.9 (d)).

Both types of uncertainty impact the resolvability. The systematic perturbation causes significant

fluctuations in the resolvability (Fig.4.9 (c)): the resolvability drops at specific frequencies. Because

these time shifts act as waveform re-alignment, it is likely that the alignment and stacking produce
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spurious arrivals, shifted by the uncertainty that interfere constructively or destructively at the spe-

cific frequencies harmonic to the inverse of the uncertainty phase shift. Intuitively, it is similar to

taking the Fourier transform of a time series with two pulses75. This large effect in the resolvability

yields a systematic location bias in the BP images (Appendix A Fig.A.7 (b) and (e)). On the other

hand, the random perturbation has little effect on the resolvability at low frequency and even pro-

vides even a higher resolvability (Fig.4.9 (e)). This is because the incoherent part of waveforms can

be better destructively stacked after adding this random perturbation. The random perturbation

becomes rough but also slightly “sharpens” the edge of BP images (Appendix A Fig.A.7 (c) and (f)),

thus leads to relatively higher resolvability. However, it causes a steep decrease of the resolvability

at the high frequency, indicating a severe lost of waveform coherency and poor resolution on the

short-wavelength features.

My tests confirm that travel-time uncertainty can greatly influence the resolution in BP images.

Besides, these tests also suggest a high frequency cutoff of applicability of the BP techniques of 2

Hz in this test, given a 0.2 s travel-time uncertainty. This factor, together with the structural atten-

uation, poses a upper limits on the frequency of BP technique. In real applications, many efforts

have been devoted to better corrections on structural effects, using theoretical or empirical meth-

ods139,210,208.

A third element present in 3D structure are the near-source body-wave reflections such as depth

phases172,333,75,358 and water reverberation60,8,362 that are particularly visible in megathrust events.

It is possible to include these phases in a more generalized wave propagation matrixAg(ω) as a linear

summation of the phases (e.g., see Eq.(6) in Yin et al. 358):

Ag(ω) = AP(ω) + ApP(ω) + AsP(ω) + ... (4.10)
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Then the corresponding BP phase-shift matrix would be:

Ãg(ω) = ÃP(ω) + ÃpP(ω) + ÃsP(ω) + ... (4.11)

Interferences and coherence among depth phases will appear in the generalized resolution matrix

as the product of the these summed matrices. The arrival times of depth phases and water rever-

beration are source-specific and a rather systematic parameter space study of these effects are left

for future work. Nonetheless, this scheme is theoretically simple and may be useful in the future to

better evaluate how BP can work under the more realistic conditions.

4.4.3 Relation to other improved BP techniques

The relation shown in Eq.4.6 provides a fundamental framework between BP images and slip-rate

field, provided that the stacking scheme is linear. This well motivated my work and also has been

emphasized in previous studies155. Sophistication of the data processing that looses the linearity in

Eq.4.6 is attempting to improve image resolution: for instance, the use of sparsity regularization in

Compressive Sensing BackProjection (CSBP)349,358,360, hybrid backprojection (HyPB)99,346 and

the nth root stacking processing209,262,344.

Inspired by techniques developed in signal processing and applied mathematics communities,

Yao et al. 349 develops a compressive sensing BP method, CSBP, to invert for a sparse distribution

of the source U̇(ω) (or Ü(ω) from velocity seismograms) in Eq.4.3. Since this system is under-

determined (K ≪ N), I cannot get a unique solution without smoothing constraints. The basic

assumption of CSBP is that the source distribution is sparse in space so the problem is solved via

optimization,
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UCS(ω) = argmin{∥D(ω)− A(ω)U(ω)∥1or2 + λ∥U(ω)∥1}, (4.12)

where λ is a damping factor chosen to balance the contributions of data misfit (first term in right

hand side) and model constraint (second term in right hand side). Instead of directly aligning and

stacking in a sense of “grid-search” like conventional BP, CSBP is based on an inversion scheme that

attempts to directly solve for the sourceU(ω)with the specific constraint of sparsity. The advan-

tage of sparsity constraint is its relatively high spatial resolution. The sparsity constraint helps to

accurately locate the sub-events, especially when limited by lower seismic frequencies. Ignoring the

damping required to balance data and model misfit, the CSBP is equivalent to the sparse solution

ofUBP(ω) in Eq.4.6, constrained by the data. The sparse representation inevitably eliminates details

about the source but can provide more robust locations of the dominant sources. This latter effect

is practical when the spatial resolution of conventional BP method is relatively poor (see Fig.A.8).

Similarly, I can also look at the CSBP peaks and estimate the average rupture velocity (see Fig.A.3

(b) and (d) in the Appendix A for instance). Overall, CSBP provides a sparse fit to the slip-rate field.

The Hybrid BP technique346 is another improved BP technique that can be clearly discussed

under the framework in this study. In my study, the alignment of the waveform, ~A(ω), is carried

by simplifying the Green’s function to a shifted delta function, that is, directly time/phase shift-

ing without changing waveforms. The HyBP, however, incorporates the full Green’s function in

AthG(ω), as a combination of slip inversion with conventional BP techniques. The basic assump-

tions are that the cross-correlation between the theoretical Green’s function and real Green’s func-

tion can be approximated to the auto-correlation of real Green’s function, and that it is sufficiently

close to a delta function99. If these assumptions are satisfied, the cross-correlation function can di-

rectly reflect the slip motion occurring at the source thus I can use the HyBP to directly recover the

slip motion. The calculation of the cross-correlation function is equivalent to multiplying aN × K
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cross-correlation matrixAthG(ω) to the left-hand side side of Eq.4.3:

AthG(ω)D(ω) = AthG(ω)A(ω)U(ω). (4.13)

The elements ofAthG(ω) are:

(AthG(ω))nk = Cnk
RP
kn

rkn
e+iωtkn , (4.14)

where Cnk is a normalization constant for the cross correlation and the subscripts k = 1, 2, ...,K

and n = 1, 2, ...,N correspond to the station and source index for the theoretical Green’s func-

tion, respectively; other terms have the same notation as in Eqs.4.1 - 4.4. Compared with Eqs.(4.4)

and (4.5), the HyBP method effectively consists of the multiplicationAthG(ω) = AH(ω), the

conjugate transpose ofA(ω) to the spectral data, and forms a new resolution matrix FHyBP(ω) =

AH(ω)A(ω). Based on my theoretical formulation Eqs.4.4 - 4.5 and 4.13 - 4.14, the HyBP method

is the same as Linear BP in the frequency domain, except for its resolution matrix FHyBP(ω). Both

methods can be interpreted as cross-correlation: linear BP is the result from cross-correlation with

a phase-shifted delta function δ(t − tkn)while the HyBP is the outcome from cross-correlation

with the theoretical Green’s function. The difference in the BP results due to their respective resolu-

tion matrices is negligible (Appendix A Fig.A.9). In practice, the cross-correlation with an accurate

Green’s function can potentially suppress incoherent noise and thus enhance the signal levels of the

source waveforms. However, basic assumptions of HyBP are difficult to satisfy: (i) accurate theoret-

ical Green’s functions are difficult to compute due to limited knowledge of structure and computa-

tion cost of high frequency wave propagation; (ii) even the theoretical Green’s function is equal to

real Green’s function, the auto-correlation of a Green’s function is not exactly a delta function due

to finite-frequency effects. Therefore, the BP images fromHyBP are still not the perfect match to

slip motion on the fault surface.
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Finally, I briefly discuss the popular non-linear stacking schemes. nth root stacking209,262,344 is an-

other classical beamforming technique. It first calculates the nth root (n=2,3,4,...) of the seismogram

in Eq.4.1 before stacking. This power-law processing removes the linearity between slip-rate and

displacement waveforms, and thus I have already lost the information about the slip motion in the

data. However, it is practical to enhance phase coherency262 and thus to provide better resolution

of radiation locations. To sum up, the nth root stacking can definitely improve the resolution of BP

image but in order to keep the slip information about the source (dimension of slip motions), linear

stacking is necessary.

4.4.4 Global array stacking and frequency resolution

Nowadays, there are several available seismic arrays within the teleseismic distance of a given earth-

quake. This allows me to combine multiple arrays and improve the array response and resolution of

BP method. The BP stacking over multiple arrays has been applied in various recent studies366,252.

Here, I relate the multiple arrays stacking to my theoretical formulation and indicate how well it

improves the BP results.

The shape of resolution matrix itself carries information about the data resolution given a source-

receiver geometry. Each column of F(ω) corresponds to the array response262,344 of a seismic array

toward a single grid point source at a specific seismic frequency. The array response is determined

by both the azimuth and distance coverage155, and a wide azimuth-distance coverage lead to the

different distributions of array response.

For example, Fig.4.10 shows the resolution matrices of Hi-Net and AF-Net arrays as well as their

array responses at 0.2 Hz for the IDN2 region, where the 2004 Sumatra earthquake occurred. Ishii

et al. 138 use the Hi-net array to recover the rupture process of this event. However, the array re-

sponse of Hi-net array shows a north-south distributed patch (Fig.4.10 (d)) and the size of this

patch is very large due to the limited coverage of Hi-net array. On the other hand, if there had been
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Figure 4.10: Example of array response varying with array locations and the improvement from array stacking at a given
seismic frequency. Absolute value of resolution matrices of Hi‐Net (a) and AF arrays (b) toward the region IDN2 at 0.2
Hz. Array responses at a point source location corresponding to Hi‐Net (c) and AF (d) arrays. Absolute value of stacked
resolution matrix from all available arrays within teleseismic distance to the region IDN2 (AK, OC, EA, EU, AF, JP) (e)
and the corresponding array response at the same source location (f). Areas within the 0.8 contours of array response
distribution will be used to estimate the resolvable areas of Fig.4.11.
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enough high quality stations in Africa, the corresponding array response at the same point is east-

westward distributed with smaller size (Fig.4.10 (e)) due to better spatial coverage. Moreover, the

resolution matrices of these two arrays are different at most locations but both have peak values at

the diagonal parts of the resolution matrix (Fig.4.10 (a) and (b)). This is actually the basis of the

multiple-array stacking that can improve the convergence of the resolution matrix to a diagonal ma-

trix. For the IDN2 region, I stack the resolution matrices of all the available arrays (JP (Hi-Net), AF,

OC, AK, EA, EU arrays). The resolvability is greatly improved (Fig.4.10 (c) and (f)), even at low

frequency. For all other regions, the improvements of resolvability are all obvious (last sub-figure in

Fig.4.8).

For each array response matrix, i.e. for each source-array configuration, and at each seismic fre-

quency, I attribute as resolvable area as the integrated area within 80% of the peak array response

function (Fig.4.1 (d) - (f) and Fig.4.10 (d) - (f)). For all source-array configurations and at all fre-

quencies, I construct an empirical relation between the spatial resolution and the frequency of the

data. All available configurations are shown in Fig.4.11 (a) and exhibit unique levels of resolvability,

whereby the resolvable area decreases with seismic frequency, and equivalently, spatial resolution

increases. By taking the median of individual area measurement at each frequency, I construct an

empirical relation between the BP resolvable area SBP0 (in km2) and seismic frequency f (in Hz) as a

power law of seismic frequency:

SBP0 ≈ 103.4f−1.7. (4.15)

In the ideal case that each source region can be well recorded by all available arrays, I proceed by

stacking over arrays to increase resolvability (Fig 4.11 (b)). The optimal median resolvable area SBP -

seismic frequency f is:
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Figure 4.11: Resolvable area as a function of frequency. Red dashed lines corresponds to the minimum (grid size) and
maximum (total) area of the source region. (a) Thin red curves show the frequency‐varying resolvable area from each
array‐source region pair. Red circles corresponds to the median value of resolvable area at each frequency. Black line
shows the relation between median resolvable area and frequency from linear regression. (b) Blue curves show the
variation of the resolvable area as a function of seismic frequency from multiple‐array‐stacking for each source region.
Blue circles corresponds to the median value of the stacked resolvable area at each frequency. The black line shows the
best‐fit relation from linear regression to the median values.
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SBP ≈ 101.91f−1.91. (4.16)

An additional practical consideration is that of earthquake size scaling. If the fault length is

L = (SBP)1/2, then L ≈ 10/f ≈ 2VP/f = 2λP. That is, my empirical relation implies a twice

P wavelength resolution for the BP. Given scaling between fault length and earthquake magnitude

Mw provided by Table 2A ofWells & Coppersmith 338 ,

S ≈ 10(−3.42+0.9Mw). (4.17)

In order to resolve the rupture propagation, the BP resolvable area SBP should be smaller than the

total rupture area. For example, if SBP ⩽ S/10 is required, I can build a relation between earthquake

magnitude and lowest BP frequency fBPmin required to resolve source features:

fBPmin ≈ 10(3.31−0.47Mw). (4.18)

In order to resolve the source features of aMw 8 earthquake using multiple-array BP, the low-

est seismic frequency required is approximately 0.35 Hz; 1.02 Hz for aMw 7, and 3.02 Hz for a

Mw 6 earthquake. Because the relation Eq.4.18 between rupture area and earthquake magnitude

fromWells & Coppersmith 338 is mostly from continental earthquakes, the actual rupture area of

megathrust events in the subduction zones can be larger. Therefore, the corresponding lowest BP

frequency can be smaller than the value predicted from Eq.4.18 when BP is applied to the megath-

rust events.

This purely empirical relation only provides crude guidelines on the lower bound of the BP fre-

quency analysis. Further considerations such as attenuation, structure, signal levels will impact the

upper bound frequency.
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4.5 Conclusion

My theoretical formulation of the linear backprojection algorithm indicates that the BP image is in-

deed related to the slip motion on the fault, granted a spatial smoothing. A resolvability parameter,

which I defined as the norm of the resolution matrix, provides a metric to evaluate the spatial resolu-

tion of backprojection method for a specific source-receiver geometry. I further test the BP method

on a synthetic kinematic source to validate the theoretical formulation. The synthetic tests indicate

that the BP image can provide a reliable estimation on the general pattern of rupture propagation.

In addition, I estimate the strengths and limitations of the linear BP algorithm in light of realistic

source and seismic array configurations. I find that stacking arrays considerably increases the resolu-

tion thereby reducing the resolvable area. Finally, I construct a relation between resolvable area and

seismic frequencies. Given the scaling of earthquake size with source length, my analysis provide

simple guidelines to the lower bounds of seismic frequencies required to image details of the source

provided earthquake magnitude.

4.6 Data and resources

Station information is obtained from IRIS SeismiQuery website (https://ds.iris.edu/SeismiQuery/

station.htm) and NIEDHi-net official website (http://www.hinet.bosai.go.jp/). Focal mech-

anisms of historical earthquakes are downloaded from GCMTwebsite (http://www.globalcmt.

org/). Most of the data processing, calculations and figures are carried out using Matlab and some

map figures are made using GMT (the Generic Mapping Tools, http://gmt.soest.hawaii.edu/

projects/gmt/wiki/Download)
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The Earth’s Surface Controls the

Depth-Dependent Seismic Radiation of

Megathrust Earthquakes

Summary

The largest earthquakes occur on the megathrusts of subduction zones and generate huge ground

motions and devastating tsunami waves that threaten the coastal populations. Via seismic observa-

tions on recent megathrust earthquakes, those earthquakes exhibit a ubiquitous seismic radiation

style: low-frequency (LF) seismic energy is efficiently emitted from the shallowest portion of the

fault, whereas high-frequency (HF) seismic energy is efficiently emitted from the deepest part of

the fault. Although this is observed in many case-specific studies, I show that it is ubiquitous in

global megathrust earthquakes between 1995 and 2021. Previous studies have interpreted this as

an effect of systematic depth variation in either the plate interface frictional properties175 or the P

wavespeeds270. This work suggests an alternative hypothesis: the interaction between waves and

ruptures due to the Earth’s free surface is the leading mechanism that generates this behavior. Two-

dimensional dynamic rupture simulations of subduction zone earthquakes support this hypothesis.

My simulations show that the interaction between the seismic waves reflected at the Earth’s free

surface and the updip propagating rupture results in LF radiation at the source. In contrast, the

downdip propagation of rupture is less affected by the free surface and is thus dominated by HF ra-
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diation typical of buried faults. To a second degree, the presence of a realistic Earth structure derived

from P-wave velocity (VP) tomographic images and realistic VP/VS ratio estimated in boreholes fur-

ther enhances the contrast in source radiation. I conclude that the Earth’s free surface is necessary to

explain the observed megathrust earthquake radiation style, and the realistic structure of subduction

zone is necessary to better predict earthquake ground motion and tsunami potential.

5.1 Introduction

The largest and most damaging earthquakes occur offshore in subduction zones: the Mw 9.4 1960

Great Chilean earthquake, the 1964Mw 9.3 Great Alaskan earthquake, the Mw 9.2 2004 Sumatra

earthquakes, and the Mw 9.0 2011 Tohoku-oki earthquake. Because almost 1 in 10 people in the

world live on the coast, understanding the rupture behavior of megathrust earthquakes is critical

for seismic and tsunami risk mitigation in coastal areas. The recent occurrence of multiple of these

events has coincided with a vast expansion in seismic networks, which, in turn, has led to the discov-

ery of a multitude of processes surrounding the rupture of these large earthquakes138,175.

A remarkable observation of these earthquakes’ seismic signature is that low-frequency (LF) seis-

mic waves are mostly generated at the shallow, updip region, while high-frequency (HF) seismic

waves tend to come from the deep, downdip part. I refer to this as the “depth-frequency relation”

in this work. It is manifested in three ways. First, studies on earthquake source time functions high-

light a shortening of the source pulse that is well explained by an increase in elastic moduli with

depth37,121,309 and an increase in the relative contributions of HF radiation at depth and along

the megathrust58,355. Second, the strong ground motions that are responsible for damaging ur-

ban infrastructure have been observed to originate from the downdip end of the megathrust19,97,171.

The third class of seismic observations is the back-projection (BP) image reconstructed from tele-

seismic P waves138. The BP image is effectively a blurred representation of the slip history on the

101



fault99,357. Consequently, the images constructed at various frequency bands relate to the slip func-

tion’s whole-event spectral content on the fault. Event-specific studies have shown that high fre-

quencies are more efficiently generated at the downdip portion of the megathrust rather than its

updip end156,205,209,289,293,351,358,359,361.

Here, I show three examples of such images using an Improved Compressive Sensing BackProjec-

tion (ImCS-BP) method349,358 for the Mw 9.0 2011 Tohoku-oki earthquake175,324,349, the Mw 7.9

2015 Gorkha earthquake22,361,364, and the Mw 8.3 2015 Chilean Illapel earthquake205,359. I show

both the LF and HF BP images in Fig.5.1 (a) - (c). These images clearly illustrate that HF source

signals are emitted at greater depths than LF source signals. I then turn to global databases of BP

images provided by The Incorporated Research Institutions for Seismology (IRIS) over all the Mw

6.5+ earthquakes since 1995137. Here, I select 461 earthquakes between 1995 and 2021 within the

latitude-longitude range of the available Slab2 plate interface model114. I then project the HF and

LF BP peaks of each earthquake onto the Slab2 model and calculate the corresponding HF and LF

centroid depths. For most earthquakes, especially the large magnitude ones with a likelihood of bet-

ter time and spatial resolution of the BP image, I find that the centroid depth of the HF BP peaks

is systematically greater than that of the LF peaks (Fig.5.1 (d) and Fig.5.2). Two events stand out

as exceptions: the Mw 9.0 2011 Tohoku-oki earthquake and the Mw 8.3 2006 Kuril Island earth-

quake12. For the 2011 Tohoku-oki earthquake, the exception is due to the different choice of fre-

quency bands by the IRIS database, and I have shown that the refined BP results clearly present the

depth-frequency relation (Fig.5.1 (a), or figures in Yao et al. 349).

A common interpretation for these observations is the systematic depth variation in frictional

properties that result from increasing temperature and pressure with depth and associated phase

transformation of the minerals that compose the downgoing oceanic lithosphere. The argument is

that systematic depth variations in fault properties can explain the evolution of the seismicity rates

with depth277. It has also been widely used to explain the depth-varying seismic radiation of large
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Figure 5.1: Ubiquitous depth‐frequency relation found by back‐projection observations. (a)‐(c) BP images of the Mw
9.0 2011 Tohoku‐oki, the Mw 7.9 2015 Gorkha, and the Mw 8.3 2015 Illapel earthquakes, respectively. The BP images
are reconstructed using the ImCS‐BP method developed by Yin et al. 358 , and only the contours of 20%, 40%, 60%, and
80% maximum power are shown. The dashed black lines indicate the trench. The thin gray contours show the Slab2
model 114. The purple contours in (a) show the 20 m and 50 m of coseismic slip distribution during the 2011 Tohoku
earthquake from Lay et al. 175 , and the black solid line shows the location of the velocity profile of Miura et al. 213 . (d)
Centroid depths of the low‐frequency (0.05 ‐ 0.25 Hz) BP images compared with the high‐frequency (0.25 ‐ 1 Hz) BP
images from 245 M> 6.5 earthquakes.
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megathrust earthquakes175,351,361. Studies that simulate the dynamic rupture have adopted this

with a parameterization of pre-stress or fault strength heterogeneity in the deeper portion of the seis-

mogenic megathrust and have successfully reproduced HF and LF’s relative contributions in seismic

radiation103,129. Other studies have shown that it may be explained by a depth dependence in fault

rheology, whereby the transition of frictional behaviors occurs, result in HF radiation at the rupture

front211,234. A recent alternative interpretation is that the systematic increase in P wavespeed (VP)

with depth in subduction zones directly impacts the wavelength and frequency of seismic waves

emitted at the source270. However, such an argument would also pertain to earthquakes in a wide

depth range and from other tectonic environments. But I do not observe it for deeper earthquakes

in the IRIS database (see Fig.B.4).

Another major impact on megathrust earthquake dynamics is the asymmetrical fault-surface ge-

ometry: a shallow dipping fault intersects the Earth’s free surface, and the accretionary and frontal

wedge materials (hanging wall) are highly compliant compared to the footwall materials. This par-

ticular structure tends to trap seismic waves within the wedge and cause significant dynamic stress

perturbations47,100,108,185,186,189,231,238,295. Such high stresses can lead to material yielding190,191 or

unclamping and flapping of the hanging wall47,100,295.

This study evaluates the impact of realistic structures in subduction zones, including the free

surface and heterogeneous velocity structure, on the rupture dynamics and seismic radiation of

megathrust earthquakes. I use two-dimensional (2D) dynamic models to investigate the radiation

style of these earthquakes. A similar exercise was undertaken by Lotto et al. 185,186 , albeit a simpli-

fication of the 2D elastic structure and a focus on fault rheology and tsunamigenesis. Instead, this

contribution uses a tomography-derived elastic model, a realistic model of the shear wavespeed (VS),

and provides a comprehensive analysis of the seismic waves generated by these ruptures.

My results show that all simulations that contain a traction-free surface can reproduce the ob-

servations: HF seismic waves are more efficiently generated at depth, LF seismic waves are more
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efficiently generated near the trench. I define the free-surface effects as the dynamic interactions be-

tween the rupture and the seismic waves reflected from the surface. I propose that the free-surface

effects are the first-order explanation to the observed depth-frequency relation. Furthermore, the

subduction of a cold and wet slab produces a strong material contrast across the plate interface or

fault, which favors the evolution of pulse-dominated rupture front and enhances high-frequency

strong ground motions from the downdip region near the coast. Because such realistic velocity

models exacerbate the contrast in radiation style, I propose that realistic heterogeneous Earth ve-

locity models give a significant second-order effect on controlling the seismic radiation. I conclude

that realistic Earth structures are necessary to predict tsunami and coastal ground motion hazards

better.

5.2 Ubiquitous depth-frequency relation from back-projection analysis

5.2.1 Recent large earthquake BP images

I show the back-projection (BP) results of the Mw 9.0 2011 Tohoku-oki earthquake, the Mw 7.9

2015 Gorkha earthquake, and the Mw 8.3 2015 Illapel earthquake. I obtain these BP results us-

ing a high-resolution improved Compressive Sensing back-projection (ImCS-BP) method that I

developed. Detailed information about this methodology can be found in Yin et al. 358 and also in

Chapter 2.

I download the available teleseismic P wave velocity seismograms of the 2011 Tohoku earth-

quake recorded by the USArray stations (TA array, Fig.B.5 (a) - (b)) in North America (TA doi:

10.7914/SN/TA, data is downloaded usingWilber 3 of the Incorporated Research Institutions for

Seismology Data Management Center, IRIS-DMC, http://ds.iris.edu/wilber3/find_event).

The raw data is first processed by removing the mean, trend, and instrumental responses. Then I

filter the waveforms (Butterworth filter, order 2) into the low-frequency (LF) band (0.05 - 0.5 Hz)
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and high-frequency (HF) band (0.5 - 1 Hz) and align the waveforms based on the P wave arrival time

Fig.B.5 (a) - (b). The sliding time window technique is used to get the time evolution of the earth-

quake rupture, and I choose a window length of 14 s for the 0.05 – 0.5 Hz LF band and 8 s for the

0.5 – 1 Hz HF band. The step of the moving time window is set 2 s. Within each time window, I

apply the ImCS-BP with auto-adaptive source grid refinement358 (also see Chapter 2 for details) to

locate the coherent peaks and finally get the back-projection images of the Tohoku earthquakes in

different frequency bands (Fig.B.5 (c) - (d)). In the main text, I integrate the BP results over the en-

tire duration to construct a total BP image for each frequency band (Fig.5.1 (a)). My BP results of

the 2011 Tohoku earthquake are well consistent with the relevant previous studies175,324,349.

For the 2015 Nepal and Chile earthquakes, I use the same ImCS-BP technique (introduced in

Chapter 2) and the same USArray data as my previous studies358,361. The waveforms of the Mw

7.9 2015 Gorkha earthquake are filtered at 0.05 - 0.25 Hz and 0.25 - 1.0 Hz frequency bands while

the waveforms of the Mw 8.3 2015 Illapel earthquake are filtered at 0.05 - 0.5 Hz and 0.5 - 1.0 Hz

frequency bands. The difference in the frequency band is due to handling different magnitudes of

earthquakes357. Here I simply show the data and BP results of both events (Figs.B.6 - B.7) and refer

to the previous publications for more details on the interpretation and reliability of the images given

the source and receiver array configuration358,359,361.

5.2.2 Analysis of the IRIS BP database

I further explore whether the depth-frequency relation exists for most megathrust earthquakes with

the help of the back-projection database of the Incorporated Research Institutions for Seismology

(IRIS). The IRIS back-projection database137 automatically generates the BP images from three

regional arrays (NA: northern America; EU: Europe; AU: Australia) and the Global Seismic Net-

work (GSN) for all the M6.5+ earthquakes since 1995137. The three regional arrays can produce the

HF (0.25 - 1.00 Hz) BP images, and the GSN can produce the LF (0.05 - 0.25 Hz) BP images. This
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provides an opportunity to compare the depth-frequency relation systematically (i.e., with a single

method) instead of making an inventory of results based on different methods applied to different

earthquakes.

I collect the HF and LF BP peaks of all the 842 earthquakes present in the IRIS database (avail-

able at http://ds.iris.edu/spud/back-projection, last accessed on 02/27/2021). Among the

events from the IRIS database, I only select those with BP results from all four arrays/networks. Be-

cause the BP results are recovered from the teleseismic P waves, which have poor depth resolution,

I project the latitude and longitude of the BP peaks onto the corresponding Slab2 slab model114 to

infer the depth of the BP results. Only 461 earthquakes (mostly megathrust earthquakes) within the

latitude-longitude range of the available Slab2 models are kept.

Next, I calculate the average depth of all the BP peaks weighted by the BP peak amplitude for

each array. I define the average depth as the BP centroid depth of the earthquake for each specific ar-

ray. In this way, I can obtain the BP centroid depth from the GSN BP results in the low-frequency

band of 0.05 - 0.25 Hz and the 3 estimates of the HF BP centroid depths from the dense regional

arrays NA, AU, and EU in the high-frequency band of 0.25 - 1 Hz. Because I focus on the megath-

rust earthquakes in this study, I only keep the 245 events with BP centroid depth less than 70 km

and the comparison results of all three regional arrays are shown in Fig.5.2. Finally, I take the mean

the HF BP centroid depths across all three arrays as the representative HF BP centroid depth and

show the comparison with LF BP centroid from GSN in Fig.5.1 (d) of the main text. I also show the

same results for the deep earthquakes with depth from 70 km to 700 km in Fig.B.4 to show that the

frequency-depth relation disappears for deep earthquakes.

My systematic analysis on the BP results from the IRIS Back-projection database confirms the

findings from previous studies on specific earthquakes that the depth-frequency relation is ubiqui-

tous for most megathrust earthquakes. Furthermore, my results highlight that the depth-frequency

relation only shows up for the shallow earthquakes above 70 km. For those deeper earthquake be-
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Figure 5.2: Comparison between the LF BP centroid depth from GSN and HF BP centroid depth from (a) North America
NA array; (b) Australian AU array and (c) European EU array for the megathrust earthquakes in the IRIS back‐projection
database.
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low 70 km, the depth-frequency relation disappears. This pattern implies that the depth-frequency

relation should be derived from the shallow features in the subduction zones.

5.3 Dynamic rupture simulation of megathrust earthquakes

Numerical simulation of dynamic rupture for earthquakes is a powerful tool to study the earth-

quake physics. To investigate the reasons for the ubiquitous depth-frequency relation observed

during megathrust earthquakes, I perform a set of dynamic rupture experiments in 2Dmedia of

small and large earthquakes. Significant ingredients of dynamic rupture simulation includes initial

stress, fault friction, geological structures and a numerical solver111. I set up the ingredients of dy-

namic rupture simulation based on the relevant observational constraints for the subduction zone

earthquakes.

Firstly, I build five models that are dedicated to small earthquakes in a simple homogeneous half

space on a flat fault. Spontaneous dynamic ruptures are nucleated at different depths so I can sys-

tematically investigate the depth-dependence of this depth-frequency relation.

Next, I target at the large megathrust earthquakes. I gradually increase structural complexity

from homogeneous to realistic elastic structures. By building up complexity, I explore to what de-

gree the realism in Earth models impact the rupture. Combining different parameter settings, I ob-

tained 29 representative rupture models. For both the small and large megathrust rupture models,

I analyze the spectral properties of the rupture slip history. I further investigate the nearby ground

motions and the tsunami potential for those megathrust models.

The technical details about the numerical simulations are shown in the Appendix B. In this chap-

ter, I focus on the simulation results and how those results can be used to explain the observation of

depth-frequency relation.
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Layer of LVZ

Figure 5.3: Model setting. (a) Model configuration in the homogeneous structure: a flat half‐space with planar slab/fault
geometry and a flat topography (dashed lines), a half‐space with realistic slab geometry and seafloor topography (solid
lines, referred to later as REF), hypocentral locations (yellow stars). (b) Heterogeneous half‐space with realistic seafloor
topography and VP structure from Miura et al. 213 . The shaded blue areas highlight whereVP/VS ratio is varied. (c)
Fault properties: static strength levels τs (red), dynamic strength levels τd (blue), initial shear stress τ0 (black) with
different values of pore‐pressure ratio λ of 0.7 (dashed lines) and 0.9 (solid lines), VP along with two profiles projected
at 400‐m above (green) and 400‐m below the plate interface (purple).

5.3.1 Representing a realistic megathrust structure

I choose the Tohoku region in northeastern Japan as my study case. I start from a benchmark case

in the homogeneous full-space medium without free surface. Then I increase the complexity of the

medium from a homogeneous half-space with a planar shallow dipping fault (11.8◦ degrees, Fig.5.3

(a)) to a heterogeneous half-space with realistic geometry and a regional VP structure fromMiura

et al. 213 (Fig.5.1 (a) and Fig.5.3 (b)). The elastic structure varies considerably along the dip of the
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megathrust, especially VP in the upper plate270. Another aspect of the structural complexity is the

high compliance of the sediments that constitute the accretionary wedge (see VonHuene et al. 319 ,

and references therein). Here, I describe the megathrust fault zone into two canonical fault zone

structures: 1) the updip fault zone has low-velocity properties and high VP/VS ratio, a nearby free

surface, and a wide damaged zone, and 2) the downdip fault zone has a sharp contrast in material

properties across the fault.

I focus my efforts to model a realistic updip region (above 20 km) on generating a realistic VS

structure. The compilation of VP/VS ratio values provided by Brocher 42 suggests that low VP ma-

terials have high VP/VS ratios. In light of this, I discuss three regions of possibly elevated VP/VS

ratios. The first region is the subduction channel, the thin upper layer of the downgoing slab that

is composed of fluid-rich seafloor sediments118,226,268,368 and hydrated minerals in a mafic frac-

tured crust40,118,232,249,284. The second region is the slope apron, the thin layer of the seafloor

sediments that covers the wedge, which is best accessed by offshore drilling and active seismic sur-

veys98,244,307,368. The third region I consider is the frontal prism that is the tip of the accretionary

wedge where dragging of high VP/VS ratio sediments may occur98,118,228,268. Due to the range of

VP/VS values found in the literature, I vary the ratios between
√
3 ∼1.73, 1.83, 1.94, 2.04, 2.14,

2.24, 2.35, and 2.45 in the three specific regions discussed above (Fig .B.2). Although higher values

have been reported within layers of seafloor sediments368, these are likely too thin to be resolved by

my numerical exercise.

I now focus my attention on modeling material contrasts at the plate interface in the downdip

region (between 20 and 50 km depth). Although the downgoing oceanic plate is denser than the

overriding plate, the several-kilometer thin upper portion of the oceanic crust exhibits low seismic

velocities. It is present in most subduction zones and is referred to as the Low-Velocity Zone (LVZ).

To confirm this common feature of subduction zones, I compile the range of VP in the LVZ and

across the fault in the upper plate in Appendix B Table.B.1.
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Finally, I embed the realistic structure in a homogeneous half-space and generate a larger simula-

tion domain to avoid artifacts from the absorbing boundary conditions. I impose a 5-km smoothing

operator to taper off velocity changes between the realistic structural model and the homogeneous

half-space (Appendix B Fig.B.1).

5.3.2 Modeling the dynamic rupture

The other ingredients necessary to model earthquake ruptures are fault properties such as the stress

field, the pore pressure, and the frictional conditions (Fig.5.3 (c)). I explore several frictional con-

ditions. In most models, I apply linear slip weakening on the entire fault. I test for slip-neutral and

slip-strengthening conditions in the upper∼ 10 km of the along-dip direction, in a zone of low-

grade metamorphism where neutrally stable conditions may occur129,168,185,186,234. I also test the

frictional constitutive relation proposed byMurphy et al. 225 that is derived from laboratory exper-

iments. In addition to increasing the VP/VS ratio, the fluid content also affects the stress fields by

reducing overburden lithostatic pressure σL with pore fluid pressure p. I use the pore pressure ratio

λ defined in Hubbert & Rubey 130 to impose a pore pressure p = λσL as well as the effective normal

stress σ̄n = (1 − λ)σL. Given the uncertainties in λ, I test two values of λ (0.7 and 0.9) and assume

that the pore fluid pressure becomes lithostatic when σ̄n = 40MPa (Fig.5.3 (d)). These conditions

are similar to those discussed and imposed in previous studies186,225,256,268. The earthquake rupture

naturally evolves on the fault in response to an over-stressed nucleation patch (see Fig.5.3 (c)). A full

description of all model parameters is in Appendix B (Text S1). I use the SEM2DPACK software14

(available at https://github.com/jpampuero/sem2dpack, last accessed on 06/08/2021) to simulate

both the dynamic slip on the fault and the wavefield in the two-dimensional elastic domain.
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5.3.3 Parameterization of the source radiation

To understand the relative contributions between LF and HF seismic waves emitted by the rupture,

I parameterize the local slip-rate function’s spectrum and improve from the qualitative discussions

in Figure 3 (c) of Ma &Hirakawa 190 and Figure 12 (d) of Galvez et al. 103 . In this study, I systemati-

cally measure and compare the along-dip spectral variations with two metrics.

The first approach fits the Fourier amplitude spectrum of the local slip-rate function with a

flat model at low frequencies and a power-law decay at high frequencies. I apply a model com-

monly used in source seismology, S(f) = 1/ (1+ (f/fc)n), where fc and n are the corner frequency

and spectral falloff rate, respectively. The spectral model fits the shape of far-field P-wave pulses

that originate from circular crack ruptures with uniform stress drop and elliptical slip distribu-

tion45,92,192. It is common to perform spectral fitting over the spectrum of the far-field body-wave

pulse of the entire event, which is the moment-rate pulse3,10,306,329. Slip rate functions and overall

moment-rate functions differ because the latter is the spatial integration of the former. This leads

to differences in spectral shapes. For instance the slip-rate spectral shape may be sensitive to the

breakdown time128,300. I use this spectral shape solely to characterize the spectral shapes and relative

HF-LF content. The corner frequency fc is inversely proportional to the pulse duration, which is

also referred to as “rise time” in the kinematic representation of the earthquake source. The spec-

tral falloff rate n describes how fast the high-frequency component decays in amplitude. The two

spectral parameters trade off each other during the spectral fitting76,306. Combining both can help

to quantify the relative portions of LF and HF seismic radiation: larger fc and smaller n correspond

to relatively more HF radiation, while smaller fc and larger n correspond to relatively more LF radi-

ation. I apply a non-linear least-square solver to find fc and n from fitting the log10 of the amplitude

spectra of the local slip-rate functions interpolated on a logspace frequency vector, a strategy similar

to other observational studies (see Shearer et al. 282 for a recent review).

113



The second measure of relative contribution in frequency content estimates the seismic power

generated by the local slip-acceleration function. Similar methods have been applied in previous

studies to quantify the spectral power of slip rate from different frequency components129,128,211.

Here I choose slip acceleration as the ground motion unit because far-field velocity seismograms

are commonly used for teleseismic P-wave back-projection studies99,357 and are proportional to

moment accelerations. I estimate the power by bandpassing (Butterworth, four corners, zero phase)

and integrating the squared time series of local slip-acceleration functions in two frequency bands

below the resolvable frequency: for small earthquake rupture in the homogeneous medium, LF

0.001-0.1 Hz and HF 0.1 - 1 Hz; for megathrust rupture, LF 0.001-0.06 Hz and HF 0.06 - 0.3 Hz.

The central frequencies 0.1 Hz and 0.06 Hz are arbitrarily chosen as approximately the middle of

the log-scale frequency band, but other tested values did not affect the general trends in the results.

Details about the frequency resolution are in the Appendix B. I then use the HF and LF seismic

powers, specifically the HF/LF power ratio, to measure their relative contributions.

5.4 Results from dynamic rupture simulations

5.4.1 Cases of small subuduction zone earthquakes

I start by inquiring whether the model setup can reproduce the differences in pulse width and fall-

off rate that are reported from observations of small subduction-zone events121,355. I systematically

model five small ruptures initiated at the depths of 13.4 km, 17.6 km, 21.7 km, 25.9 km, and 30.0

km in a homogeneous structure with a planar fault and flat, free surface (Fig.5.3 (a) and Fig.B.8).

I impose pre-stress conditions to constrain the rupture length and keep other parameters equal in

all simulations (see Fig.B.8). Finally I apply my parameterizations to quantify the contributions

from LF and HF radiation for these rupture models. Any difference in rupture style may then be

attributed to free-surface effects controlled by the depth (or distance from the free surface) at which
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the rupture occurs.

The simulation results show that only the two shallower ruptures have reached the surface while

the three deeper ones remain buried (Fig.5.4 (a), Fig.B.9). As the shallow ruptures reach the trench,

they interact with the scattered wavefield. Such wave-rupture interaction disappears in the case

of a source deeper than 20 km as the rupture almost terminates before the arrival of free-surface

reflections (Fig.B.9). Effectively, the deep sources are in a full-space. The shallow ruptures end up

releasing about twice the moment (per unit of fault width) of the deep ruptures (Fig.5.4 (a)) due to

the “mirror effect” from free surface187.

Next, I fit the overall moment-density-rate function with the spectral model mentioned in Sec-

tion 2.3 up to a resolvable frequency 1 Hz (Fig.5.4 (c)). This is in practice very similar to the seis-

mological studies that explore earthquake source parameters3,25,76,306. However, here I only use

this model to quantify the spectral shape and avoid any dynamic implications on source parame-

ters due to the circular-crack assumption of this spectral model45,92,192. The spectral analysis shows

that the source spectra of the two shallow earthquakes have lower fc = 0.19 Hz and fc = 0.16 Hz

than the deeper ones with fc about 0.2 Hz because of the longer duration of shallow ruptures. I also

find a systematic trend of the spectral falloff rate n that the value of n systematically decreases along

depth (Fig.5.4 (c)), implying that the moment-rate spectrum is more depleted in HF waves than

deep earthquakes.

Moreover, I investigate how the local slip-rate functions vary with depth for each model. Details

of the space-time rupture evolution can be found in Appendix B Fig.B.9. Here, I select an individual

slip-rate function every 10 km along with the plate interface and measure corner frequency fc, falloff

rate n, and the corresponding HF/LF power ratio (Fig.5.4 (d) - (f)). There is no evident systematic

along-depth variation of fc; instead, it varies with the distance from the nucleation site as expected

from crack models (rise time is longest at the nucleation patch). However, I find systematic along-

depth variations of n and HF/LF power ratio: n decreases while HF/LF power ratio increases with
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Figure 5.4: Simulation results of small megathrust earthquakes at different depths. (a) Final slip distributions on fault;
(b) Moment‐rate functions (per unit length along strike) averaged over the entire fault; (c) Amplitude‐normalized source
spectra (solid lines) as well as the corresponding best‐fitted spectral models (dashed lines). The dots indicate the values
of corner frequency fc. (d)‐(e) Best‐fitted parameters of the slip rate functions at different depths for all the models:
corner frequency fc, spectral falloff rate n and HF/LF power ratio of slip acceleration, respectively.

depth for all models in general. Both n and the HF/LF ratio suggest that more HF components

are radiated during the deeper ruptures. Since the only difference between the models is the source

depths, i.e., the distances from the free surface, I suggest that free-surface effects are the origin of the

depth-frequency relation.
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5.4.2 Cases of megathrust earthquakes

In this section, I present my simulation results of the large megathrust earthquake models. Examples

of the space-time evolution from the ruptures in the homogeneous full-space model (Full), homo-

geneous half-space model (REF) and heterogeneous model (VP/VS = 2.04 in theVP/VS-elevated

regions) are shown in Fig.5.5 (a). My half-space simulations are typical of 2Dmodels of dynamic

rupture129,168,185,253. All simulated ruptures reach the trench, last about 60 seconds, and their fi-

nal slip increases from small downdip to large updip. The rupture first propagates bilaterally from

its nucleation patch. The updip rupture then hits the trench with a high slip rate, and a weak re-

rupture front propagates back downdip. The downdip rupture propagates with a constant rupture

velocity and dies at the end of the fault. The slip profiles along the dip (Fig.5.6) are similar to many

of those inferred for the Mw 9.0 2011 Tohoku-oki earthquake328. By comparison, the simulation in

the homogeneous full-space model presents symmetric rupture behavior at the updip and downdip

propagating fronts. The slight asymmetry of full-space model is due to the initial stress distribution

(Fig.5.5 (a) and Fig.5.6 (b)). I refer to Appendix C for each model’s detailed results and summarize

their general patterns.

To explore the depth-varying properties, I apply the same parameterization in previous sections

to all megathrust rupture models (Fig.5.7). First, I perform the spectral fitting for each slip-rate

function. I find that all models with a free surface present similar along-dip (or depth) variations

of the spectral properties (Fig.5.7 (a) and Fig.B.10). The spectral falloff rate n generally decreases

with depth: it is about 1.8 - 2.0 (model median) on the shallow segment from 0 - 20 km and 0.8 -

1.0 (model median) on the deep segment. Second, I calculate the HF/LF power ratio of slip accel-

erations in the HF (0.06 - 0.3 Hz) and LF (0.001 - 0.06 Hz) bands. Here again, I find a clear pattern

that the HF/LF power ratio increases with depth (down-dip) for all those half-space models (Fig.5.7

(b) and Fig.B.10). I also repeat the measurements for the segment-averaged slip-rate functions (on
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Figure 5.5: Space‐time evolution of the simulated megathrust earthquake. Comparisons of simulation result from
the model in heterogeneous medium with VP/VS=2.04 (Fig.5.3 (b)) and homogeneous models: REF model with real
topography in Fig.5.3 (a) (dark gray) and full‐space model (light blue). (a) Space‐time slip‐rate evolution: green and blue
lines crudely mark the updip and downdip rupture front; the gray‐blue arrow indicates the weak re‐rupture propagating
downdip from the surface. The pore pressure ratio λ=0.9 in this comparison. (b) Rupture speeds of updip (in green, 40
km to 80 km from the trench) and downdip (in blue, 110 km to 160 km from the trench) propagation for each model.
Vlocal
S is chosen based on the P wave velocity 0.4 km above slab (green line in Fig.5.3c) and theVP/VS ratio in each

model.
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the 10-km subfaults), and the patterns stay the same (Fig .B.11).

In all free-surface models, both measures of the local slip-rate functions’ relative frequency con-

tent vary systematically with depth. Such systematic variation contrasts with the results obtained

with the full-space model’s case: both the spectral falloff rate n and the HF/LF ratio remain con-

stant (Fig.5.7) because of the symmetry of slip history (Figs.5.5 - 5.6). This is consistent with the

results from the small subduction-zone megathrust earthquakes in Section 3.1, and again suggests

that free-surface effects are the first-order mechanism that explains the frequency-depth radiation

during megathrust earthquakes. Furthermore, I notice that the rupture models in the realistic het-

erogeneous mediums present stronger contrast in radiation style, that is stronger variations of falloff

rate n and HF/LF power ratio with depth than the models in the homogeneous structure. It means

that the realistic velocity structure can be a second-order mechanism and further enhance the obser-

vations of depth-frequency relation.

5.5 Discussion

This study focuses on the effects of free surface and realistic Earth structure on the dynamic rupture

behavior of megathrust earthquakes. While I test one particular subduction zone in northeastern

Japan213, the overall structure exists in many other subduction zones (Appendix B Table.B.1).

Three specific structural features appear to impact the depth-frequency relation of megathrust

earthquakes (Fig.5.8): 1) the free surface in the near-source region, 2) the high compliance of the

sediments in the updip wedge, and 3) the low-velocity zone below the plate interface downdip. My

systematic simulations show that free-surface effects are the first-order mechanism, and the hetero-

geneity in material compliance further enhances the radiation contrast. I illustrate this in Fig.5.8. I

now discuss the varied rupture behavior, their impact on the depth-frequency relation, and further

implication for ground motion and tsunami hazards.
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Figure 5.8: Effects of the free surface and material contrasts on the dynamic behavior of megathrust earthquakes. In
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frequency radiation. In the downdip part, the substantial material contrast at the top of the LVZ favors pulse‐dominant
rupture (slip‐rate distribution is shown in green) and enhanced high‐frequency seismic radiation.
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5.5.1 Updip rupture: large and fast crack rupture to the trench

The rupture accelerates updip and evolves as a crack (Fig.5.6): the shallow rupture velocities are

higher than typically observed59 and greater than the surrounding VS, and slip continues until the

end of rupture. My simulations shed light on two major factors that control this updip behavior:

the free surface and the shallow compliant fault zone.

Previous studies have shown that the free surface can significantly change the normal stress dur-

ing rupture, due to waves reflecting at the free surface and traveling back to the fault47,231,237,238,295,330.

My simulation results are no different: clear surface-reflected phases cause the prolonged and persis-

tent slip in the updip portion (Appendix C). Free-surface effects also induce acceleration of rupture

propagation with supershear velocity: a secondary “daughter crack” can be triggered by the surface-

reflected shear wave, which can be seen in other studies129,185 and in other tectonic regimes such

as strike-slip earthquakes147. The “mirror effect” of the free surface to seismic waves can also cause

larger coseismic slip even with a constant stress drop value187.

The highly compliant structure of the shallow hanging wall of the megathrust acts as a seismic

waveguide. The upper plate low-velocity sediments can trap seismic waves, amplify their amplitudes

and extend their duration. This wave propagation effect is similar to how seismic waves amplify

when traveling in sedimentary basins50. Despite differences in model settings, all simulations show

that the initial wave emitted at the rupture front, the free-surface reflections, and other wedge cap-

tured and scattered waves interfere together to energize rupture propagation and further increase

the final slip. In my simulations, these normal stress changes and fault-parallel slip are so extreme,

with peak slip rates on the order of 10 m/s, that some models with standard VP/VS ratios predict

co-seismic backslip (Fig.5.5 (a)). In simulations with higher VP/VS ratios, much lower VS may delay

the propagation of scattered waves in a way that limits their constructive interference back to the

fault. Regardless, such extreme values of slip rates generate large dynamic stresses that can cause (not
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modeled) inelastic failure190,191, wedge flapping47,100. This phenomenon may be the cause for the

suggested dynamic overshoot during the Mw 9.0 2011 Tohoku-oki earthquake133.

Moreover, the downgoing plate is fractured and hydrated on the foot-wall side with low velocities

and elevated VP/VS ratios (10 - 20 km depth in Fig.5.3 (b)). Altogether, the structure is similar to

that observed in crustal damage zones29. Harris & Day 112 suggested that the low-velocity structure

around the fault can affect the rupture speed and slip-velocity pulse shape. Furthermore, such a low-

velocity structure dramatically impacts rupture propagation and termination, such as multiple slip

pulses, supershear rupture velocity, and rotation of background stress15,126,124,263.

In the homogeneous case with a uniform VP/VS ratio of
√
3 and realistic fault and seafloor ge-

ometries (REF model in Fig.5.7 and Fig.5.9), the rupture velocity for both updip and downdip

rupture has a typical value of 0.87VS. In the models that have realistic VP/VS ratios, the updip rup-

ture velocity becomes greater than the local VS. This is typical for 2D elastic models of earthquakes

on the megathrust of subduction zones186 and in damaged fault zones126,127,340.

5.5.2 Downdip rupture: pulse-dominant rupture alongwith the LVZ

As the rupture propagates to the downdip region, there is no impact from free-surface reflections

as the rupture ends before waves travel back to the fault. All models present a sharp rupture front

(Fig.5.5 (a)). In the models with a homogeneous structure, the slip-rate functions have typical long

tails166. In the models with heterogeneous structures, the slip-rate functions are characterized by a

shortening of the slip pulse (stronger healing) with depth (or along dip with hypocentral distance).

In both situations, my quantification on the spectrum shows that the HF energy dominates due to

the impulsive slip-rate function shape.

The material contrast across the fault can explain the evolution of short and sharp slip pulses

downdip of the hypocenter. Theoretical studies have predicted the slip pulse produced by the ma-

terial contrast at the fault interface18,335. Moreover, Shlomai & Fineberg 286 perform and analyze
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lab experiments with an in-plane shear of the two blocks with different compliance. They show

that such a bimaterial interface can host both rupture modes: one self-healing slip pulse that moves

in one direction of rupture and one slip crack that propagates in the opposite direction. The ex-

perimental configuration is similar to that of the subduction zones downdip of the seismogenic

zone with the contact between the LVZ and the overhanging upper mantle material. As the rup-

ture propagates downdip, in the moving direction of the more compliant oceanic plate, the slip-rate

functions are short and sharp pulses (Fig.5.5 (a)). The corresponding downdip rupture speedVr is

about 0.71 Vlocal
S (Fig.5.5 (b)), which is the local shear wavespeed of the continental crust near the

slab (Fig.5.3 (c)), but is about 5% higher than the shear wavespeed in the LVZ. This has also been

shown by the experiments of Shlomai & Fineberg 286 .

Previous theoretical and numerical studies show that the generation of a self-healing slip-pulse on

bimaterial interface required specific conditions of initial stress, friction or geometry15,69,241,263,285.

This study has not covered the parameterization of those conditions for my dynamic models of

megathrust rupture. But I leave them as a future direction to explore in combination with theoret-

ical studies and constraints on how fault is localized in subduction zones from geological observa-

tions.

5.5.3 Depth-frequency relation of megathrust earthquakes

In this study, I have shown that all earthquakes simulated in half-spaces exhibit similar along-dip

(along-depth) variations in the values of the spectral parameters and HF/LF ratios of the local slip-

rate functions (Fig.5.4, Fig.5.7), which is consistent with the observed depth-frequency relation

(Fig.5.1). In contrast, the benchmark full-space simulation is not consistent with the observations.

Therefore, I propose that free-surface effects are the first-order factor in explaining the observed

depth-frequency relation of megathrust earthquakes.

The cases of the simulated small earthquake ruptures reveal that the shallower earthquakes are

125



more depleted in high-frequency radiation than the deeper ones (Fig.5.4). These patterns are con-

sistent with the observed systematic depth variations of source parameters for small-to-moderate

earthquakes76,121,161,355. The depletion in HF content is mainly caused by the interference between

direct rupture and the free-surface reflection (Fig .B.9).

The cases of the simulated large earthquake ruptures further support the claim that free-surface

effects are the leading factor to explain the depth-frequency relation during large megathrust earth-

quakes. The deep portion of the rupture has elevated HF radiation compared to the shallow por-

tion, regardless of model setting (Fig.5.7). My study suggests that a crack-like rupture mode ex-

emplifies the updip rupture of megathrust earthquakes. In contrast, the sharp slip-pulses are the

dominant mode of the downdip ruptures, at least as seen by seismic radiation (Fig.5.5 (a)).

This study focuses on the Tohoku region, however my results are generalizable since the free-

surface dominate the response. I also tested a shallow vertical mode-III (anti-plane) rupture in a

homogeneous halfspace and found a similar patterns in the spectral content (Fig .B.12). These find-

ings imply that the depth-frequency relation may also exist for other types of earthquakes such as

strike-slip events at shallow depth. However, there is no observation of such phenomenon, which

I attribute to the poor resolution with depth using teleseismic waves. Improvements in the Green’s

function for near surface source may help find the seismic signatures.

Moreover, models that include realistic velocity structures exhibit a stronger variations in n and

HF/LF ratios with depth (Fig.5.7). I attribute this stronger contrast to the wave effects in a realistic

velocity structure. First, the shallow, compliant, high-VP/VS accretionary wedge trap waves more

effectively, slows their propagation, and increase the duration of slip on the fault, which enhances

LF radiation near the trench. Second, the deep strong material contrast between the LVZ and the

continental, overriding mantle can lead to more pulse-dominant slip histories with more HF ra-

diation in the downdip region. Therefore, the realistic elastic structure in the subduction zone is

another controlling factor to the depth-varying frequency-dependence of seismic radiation.
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5.5.4 Implications for tsunami and ground motion hazards
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Figure 5.9: Tsunami and ground motion hazards. (a) Moment‐rate density function of each model with different VP/VS
ratios. (b) Final along‐dip slip distribution from different models. (c) Moment‐normalized velocity seismograms (hori‐
zontal x direction) recorded by the far‐field station (location shown in Fig.B.1). (d) Corresponding moment‐normalized
acceleration seismograms (horizontal x‐direction) recorded by the same virtual station.

My simulations indicate that the final slip distribution varies considerably with the model set-

tings. The final moment magnitude of the homogeneous half-space models is larger than the het-

erogeneous models, probably due to the greater shear modulus at the shallow portion (Fig.5.9 (a)).
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However, the final slip is greater underneath shallow and highly compliant structures (Fig.5.9 (b)),

which was also found by Lotto et al. 186 . The final slip at the trench directly impacts the tsunami

height. I apply a simplified relation from Tanioka & Satake 298 to estimate the initial tsunami height

at the trench: ηts = uy −mux, where ux, uy, andm = −0.1 are the horizontal displacement, vertical

displacement, and the horizontal gradient of the bathymetry at the trench, respectively. I find that

ηts = 8.6 m for the homogeneous half-space model (REF model), 11.0 m for the heterogeneous

model with VP/VS =
√
3 and 11.3 m for the heterogeneous model with VP/VS = 2.45. This simple

exercise reaffirms the results from previous studies that the realistic velocity structure, especially the

shallow VS structure, is necessary to estimate better the potential tsunami hazards186.

I also compare the ground motions that would be recorded at a station in the coastal region

(Fig.5.9 (c) - (d) and Fig.B.1). The strong ground motions that are responsible for damaging urban

infrastructure may arrive as distinct high-frequency bursts from the downdip part of the megath-

rust19,97,171. Moment-normalized velocity and acceleration seismograms produced by the different

models of this study have relatively similar peak amplitudes. The earliest peak amplitudes of ground

motions occur when the rupture hits the trench. However, the duration of strong shaking is much

greater in realistic structures. I attribute this to the wave reverberation in the wedge (wave propaga-

tion effects) and not a source effect since the source duration is comparable (∼ 60 s). The presence

of the LVZ naturally increases the strong ground motion hazard: it is located nearby the coastal re-

gions and tends to produce three times more HF seismic power than in reference, uniformmodels

(Fig.5.7). Previous studies have illustrated the existence of distinct strong-motion generation areas

(SMGAs)19,97,171. The SMGAs imply that there may be heterogeneity in the LVZ such that the

spatial variations in elastic structure may control variations in slip-front healing (i.e., more or less

healing of the slip pulse). These can also be modeled by heterogeneity in fault properties129.
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5.6 Conclusion

Global databases of BP images show a systematic depth variation of the frequency content in source

radiation. While this finding was discussed in Lay et al. 175 for several large events, here I show that it

is a systematic pattern among most moderate-to-large subduction zone earthquakes. This study pro-

vides a simple and generalizable explanation of this observation. I find that the inclusion of Earth’s

free surface is sufficient to explain this ubiquitous observation. I propose that the dynamics of shal-

low rupture are dominated by free-surface effects that are, in turn, the first-order factor in explaining

the depth-frequency relation. The second-order effect is the evolution of earthquake rupture in a re-

alistic velocity structure that is typical of shallow subduction zones (< 50 km), one that has a com-

pliant wedge and a low-velocity zone atop the downgoing slab. The presence of anomalously low

VS, relative to VP, also impacts the rupture behavior that further enhance the depth-dependence of

seismic radiation. Furthermore, my findings resonate with previous work that realistic structures

are necessary to correctly model tsunami and ground motion hazards in future subduction zone

earthquakes186. Because elastic wavespeed properties are likely better constrained than frictional

properties at depth, my study promotes the use of tomographic images in dynamic rupture model-

ing and ground motion predictions.

There are several key limitations to this work and avenues to improve upon it. Free-surface ef-

fects consist of multiple factors including fault geometry/curvature, depth of earthquake rupture,

seafloor topography, bulk properties, which could be explored in a rather systematic way in future

analysis. My preliminary attempts to produce a synthetic backprojection by coupling the dynamic

rupture models using SPECFEM2D304 failed due to a poor resolution of the BP peaks in the 2D

dynamic modeling setting. Part of this limitation is likely due to the 2Dmodeling against 3Dmod-

eling, which would provide more spatial dimension to separate the BP peaks. 3D realistic structure

effects may matter more for the along-strike propagation of rupture, which is not explored in this
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setting. I have also ignored the water layer, though this should not affect too much the rupture pro-

cess168. I also have not included inelastic rheology, which would smooth the slip evolution at the

trench and further enhance the depth-frequency relation190,191. These are fantastic avenues for fu-

ture work.

5.7 Data and resources

The high resolution velocity model of Japan trench is from Seiichi Miura at JAMSTEC (Japan

Agency for Marine-Earth Science and Technology). The back-projection results in IRIS database

is downloaded from the IRIS data services products: back-projection (https://ds.iris.edu/ds/

products/back-projection/, last accessed on 02/27/2021). The Slab2 model is downloaded from

U.S. Geological Survey (https://www.sciencebase.gov/catalog/item/5aa1b00ee4b-0b1c392e86467,

last accessed on 02/27/2021). The code of dynamic rupture simulation is SEM2DPACK and can

be downloaded from https://github.com/jpampuero/sem2dpack. I use resources fromHarvard

FAS Research Computing (https://www.rc.fas.harvard.edu) to solve for the dynamic rup-

ture models. All the down-sampled simulation results and relevant scripts are in Figshare (https:

//figshare.com/projects/The_Earth_surface_controls_the_depth-dependent_seismic_

radiation_of_megathrust_earthquakes/98360) for result reproduction.
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Systematic analysis on earthquake source

time functions reveals patterns in

earthquake dynamics

Summary

Earthquake source time functions (STFs) carry information about the complexity of seismic rup-

ture. We developed different metrics to extract physical information from a large population of

earthquake STFs. We explore STF databases and find that their shapes have significant informa-

tion about earthquake dynamics. Our first method, the Gaussian-subevent decomposition (GSD),

shows that earthquake complexity, as represented by the number of subevents, grows with earth-

quake magnitude. Patterns in rupture complexity arise from a scaling between subevent moment

and main event moment. Our second method, dynamic time warping (DTW) clustering, exhibits

different degrees of complexity of the STF shapes and suggests an association between STF complex-

ity and earthquake source parameters. The results from two independent methods are consistent

with and complementary to each other. In order to investigate possible factors that control the STF

complexity patterns, we perform a large number of 2-dimensional dynamic rupture simulations

with stochastic distributions of pre-stress, and apply the same metrics to the resulting synthetic

STFs. We have two main findings: 1) heterogeneity in the stress field on the fault interface is neces-

sary to reproduce the large STF variability observed from our subevent-decomposition results; 2)
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variation of frictional parameters can obviously change the group proportions of STFs from our

DTW clustering. Our results imply that there is very important dynamic information hidden in the

earthquake variability, and it is very helpful for constraining rupture dynamics from the analysis on

population behaviors of large samples of earthquake STFs.

6.1 Introduction

Earthquakes are known to break in diverse manners: some events rupture on a geometrically simple

fault with a relatively smooth slip distribution345, while others break a network of faults and/or have

heterogeneous slip distribution11,54,179,207. Although the complexity of earthquakes can be directly

observed, in some cases, from surface fault trace146,179,201, many ruptures are buried at depth so that

seismic waves are the only observations available to infer the source process. Derived from seismic

waves through waveform deconvolution or kinematic inversion, the earthquake Source Time Func-

tion (STF) is a foremost important seismic observation that describes the time history of moment

release during a rupture. Moreover, the shape of the STF directly controls the variability and uncer-

tainty in the strength and duration of strong ground motion.

Conventional approaches to estimating the STF fall into two categories. The first inverts for a

kinematic evolution of slip on the fault from recorded body and surface waves and yields the mo-

ment rate function141,153,354,352. Due to data resolution, this approach works best for large earth-

quakes; published databases have few examples. The second approach makes a point source ap-

proximation to the rupture and directly deconvolves recorded seismic waves with a Green’s func-

tion222,297,311. This second method assumes that the far-field pulse is proportional to the moment

rate function when averaged over stations, is appropriate for small to moderate earthquakes, and

results in larger ensembles of STFs.

Observations of global earthquake STFs and source spectra have shown significant inter-event
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variability among earthquakes10,20,59,352,74. Such variability may partly come from differences in

data processing strategy134. Therefore, large catalogs of STFs (or their spectra) obtained from a

uniform approach is preferable to analyze relative differences among earthquakes10,59,67,76,311,352.

Recently, such catalogs of STFs (or of their spectra) have enabled multiple discoveries about

earthquake source processes. For example, the total seismic momentM0 (the time integral of the

STF) scales with source duration T3 (the duration of the STF) for most small to moderate size earth-

quakes, which implies that the earthquake stress drop is roughly invariant with earthquake magni-

tudes. At larger magnitudes, this scaling may differ (e.g. M0 ∼ T2 fromDenolle & Shearer 76).

Their properties also have indicated that the ratio of the radiated energy ER over the moment, also

referred to as the scaled energy ER/M0, varies spatially and with depth but remains invariant with

earthquake magnitude25,67,76.

However, both the amplitude and the source duration of the STF vary by orders of magnitude.

This requires careful strategies of amplitude and time scaling for across-magnitude visualization

and comparison. One approach is to scale the time axis to a duration metric and normalize the am-

plitude to seismic moment (i.e. the integral of the STF). However, source duration is difficult to

measure because near-source and near-site scattering of seismic waves may interfere with waves radi-

ating from the end of the seismic rupture. Therefore previous studies have proposed several metrics

of duration: moment-based duration121, threshold-based duration74,309, and centroid-based du-

ration203. Because these measures are not strictly equivalent, the shapes of the scaled and stretched

STFs differ as well. For instance, Meier et al. 203 find that average STFs have rather a triangle shape

whereas Denolle 74 suggests a rather skewed-Gaussian functional form.

Here, we propose to weaken the assumption of a choice in source duration metrics and instead

use Gaussian-subevent decomposition (GSD) and dynamic time warping (DTW) to compare the

shapes of the STFs. We apply these methods to the global SCARDEC (Seismic source ChActeristics

Retrieved fromDEConvolvolving teleseismic body waves) catalog of STFs311 (available at http://
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scardec.projects.sismo.ipgp.fr/, last accessed 01/20/2020), which contains 3529 earthquakes

of magnitude greater than 5.5 from 1/1/1992 and until 12/31/2018. The SCARDEC functions are

constructed from the deconvolution of teleseismic P waves (P, pP, sP, PP, and PcP) with a theoretical

Green’s function that is estimated from a radially symmetric and anelastic Earth. Because the global

models of attenuation are better constrained by seismic frequencies lower than 1 Hz, we do not

interpret signals that are shorter than 1 s in the following analysis.

GSD decomposes the STF as a sum of “subevents” that are Gaussian pulses, similar to the pulse

stripping method of Kikuchi & Kanamori 151 and Zhan et al. 365 . We iteratively perform the subevent

decomposition from onset of rupture (time zero): searching for the best-fit Guassian pulse for the

first peak, then subtracting that Gaussian subdevent from the STF, repeating this for the residual

until no obvious peaks can be found. In this way, we can quantify the STF complexity with the

number and magnitudes of those subtracted Gaussian subevents. A clear scaling pattern has been

found between the main event magnitude and corresponding subevent magnitudes.

DTW1,33 performs a non-uniform stretching of time and amplitude to match the shape of two

time series via the optimal warping path with minimum distance. We measure the similarity be-

tween STFs with the DTW distance and cluster the STFs according to the DTW distance. We re-

group the clusters based on their complexity and finally form 4 groups. We find that the association

to a particular group or degree of complexity is correlated with several earthquake source parame-

ters, such as focal mechanisms, depth, and scaled energy.

To test whether the current physical understanding of earthquake processes reproduces the ob-

servations on the STFs, we perform dynamic simulations of earthquake ruptures with linear slip-

weakening friction to construct synthetic STFs. We find that heterogeneity in the stress field on the

fault interface is necessary to reproduce the large STF variability observed from our GSD results.

Furthermore, we find a strong correlation between the grouping distribution of STF shapes from

DTW and frictional parameters, such as the characteristic slip-weakening distanceDc. The propor-
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tion of groups in the SCARDEC database is most similar to those simulated STFs with small values

ofDc, thus the group proportion of a large number of STFs can potentially provide observational

constraints to earthquake dynamics.

6.2 Gaussian-subevent decomposition

6.2.1 Method of GSD

The roughness of STFs may be described in several ways. Several studies use the zero crossings of

the moment acceleration function122,121,246,271, while others use the log-residuals between the STF

and a smoothed model203. Here, we decompose the STF as a sum of “subevents” that are Gaussian

pulses, similar to the pulse stripping method151,365. Gaussian subevents were found to best fit the

shape of the SCARDEC STFs. We perform the subevent decomposition from onset of rupture

(time zero) as follows:

1. go forward in time and detect a peak SS (local maximum over three points or 0.21 s) at time

tS that satisfies SS > 0.1 max(STF);

2. fit a Gaussian function centered around tS to the STF with an amplitude to SSand a width σ

estimated using a grid search minimizing the root-mean-square residuals (effectively to get a

subevent duration and moment) over 11 grid points, or 0.77 s;

3. if 4σ > 1 s, count the detection as subevent and move forward, otherwise go back to step 1;

4. subtract the fitted Gaussian function from the STF;

5. if more time remains in the STF, return to step 1.

We apply the same algorithm to all STFs (simulated and the observed SCARDEC). Examples of

the reconstructed STFs are shown in Fig.6.1 for both the observed STF and the simulated STF. The
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Figure 6.1: (top) Observed Source Time Function (STF) from the SCARDEC database from the 14 March 1994 M7.1
Central Mid‐Atlantic Ridge Earthquake in black and the fitted Gaussian‐built STF in red. (bottom) Modeled STF in
moment rate per unit of fault width (black) and the corresponding fitted Gaussian‐built STF (red). This illustrates the
reliability of our fitting procedure in capturing the shape and moment of STFs.

choice of a threshold to select the peak based on the maximum amplitude of the STF, here 0.1, is

necessary to ignore spurious residuals that are not resolvable by the data (e.g., for shorter duration or

lower amplitude signals). Other thresholds resulted in detecting smaller subevents that we interpret

as being overfit. This interpretation is based on the low likelihood of resolving small subevents given

the depletion of high-frequency energy at teleseismic distances. Regardless of the threshold, the

results presented below remained unchanged.
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6.2.2 Results of GSD

Using the number of subevents as a metric for earthquake complexity, we find our first main result:

earthquake complexity increases with earthquake size (Fig.6.2 (a)). In general,M0 < 4 × 1019

(Nm) (∼ Mw 7) earthquakes have about 1 – 4 subevents (mean of 3.08), while theM0 > 4 × 1019

earthquakes have 4 – 10 subevents (mean of 5.84).

The growth in the number of observed subevents with earthquake magnitude is more pro-

nounced for strike-slip earthquakes with magnitudes greater thanMw ≈ 6.75 (M0 ≤ 1.68 × 1019

Nm) as the slope is 2.5 subevents/log(M0) for lower magnitudes and 3.3 subevents/log(M0) for

greater magnitude. These earthquakes have a source dimension∼ 15 km, a typical seismogenic

depth of crustal earthquakes (Fig.6.2 (a)). Large crustal strike-slip earthquake tend to have subver-

tical faults limited in width by the seismogenic depth and are known for their complex multifault

geometry (2001 Kokoxili160,302, 2002 Denali91, 2012 Sumatra207,363, 2016 Kaikōura109,339. Off-

shore strike-slip event complexity may be overestimated, however, by contamination of the direct

seismic phases with their reverberation in the water column362. Furthermore, among the strike-

slip earthquakes of magnitudes greater thanMw 6.5, the 267 crustal events (depth lower than 35

km) have a median number of 5 subevents while the 142 deeper events have a median number of

3 subevents. Large dip-slip earthquakes tend to exhibit less complexity. Their growth in the num-

ber of subevents is clearer for moments ofM0 ≤ 6 × 1020 (Mw7.8), where the slope becomes 2.5

subevents/log(M0) if we ignore theMw 9.0 2011 Tohoku earthquake.TheMw 9.0 2011 Tohoku is

an outlier and an extreme case in this regard consistent with rupture of a single, large patch133,280.

Depth has less influence forMw > 6.5 dip-slip earthquakes since both crustal and deep earthquakes

have a median number of subevents of 3.

Our second result from GSD is that subevent moment is correlated with main event total mo-

ment (Fig.6.2 (c)). To our knowledge, this finding has not previously been reported in the litera-

138



Figure 6.2: Results of GSD for both SCARDEC STFs and simulated STFs. Top row shows the number of subevents as
a function of main event seismic moment for (a) the observed SCARDEC STFs and (b) the modeled STFs. Dots are
the individual earthquakes. Dots are colored according to whether the faulting type parameter FM defined in Shearer
et al. 283 , which is between −0.5 and 0.5 for strike slip (red dots), and between −1 and −0.5 or 0.5 to 1 for dip slip (blue
dots). The slopes that best explain the variance in a linear regression of both subsets are shown in colored letters.
The growth in complexity is monotonic with earthquake size for the observations, except for the M9.0 2011 Tohoku
earthquake, and the growth is noticeable for the simulations. Bottom row shows individual subevent moments plotted
against main earthquake moment for observed SCARDEC (c) and modeled (d) STFs. In both figures, blue dots represent
a single measurement of subevent/main event pair, orange squares represent the medians over moment bins. The upper
horizontal axis in (c) shows the equivalent moment magnitude. Red lines indicate a ratio of seismic moment of subevent
to earthquake r of 1, 10, and 100, respectively. The green lines are linear regressions in a log‐log space of individual
measurements that yield aboutM ∝ M 0.8 for the observations (c) and the simulations (d).
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ture. Independent of event magnitude, the ratio of the main event moment to subevent moment

is between 1 and 100. The lower bound of this distribution arises from the fact that subevents are

rarely found to be larger than the main events, which is true by definition, but the approximation

of the Gaussian function to the local moment rate function sometimes brings errors. The up-

per bound of this distribution arises from the choice of threshold to detect subevents and from

ignoring the subevents with duration shorter than 1 s (4σ ≥ 1 s). Of all STFs from SCARDEC

database, 19 are left out of the analysis with this latter criterion. The scaling remains unchanged

by varying the threshold. Another interesting and supporting aspect is that we did not detect small

subevents in the largeMw 8+ earthquakes: subevents for such earthquakes are either buried in the

signal of the largest subevents and undetectable in our decomposition, or they are absent. The

scaling between subevent momentMS and main eventM0 for the observed STF is log10(MS) =

0.79log10(M0) + 3.22. It is likely that complexity in the small STFs is underestimated, as discussed

in Houston et al. 122 , because the teleseismic data are less reliable at frequencies greater than 1 Hz.

Thus, we may not be able to see the smaller and higher frequency subevents. Furthermore, the use

of a symmetric Gaussian function for the pulse shape may not be physical301 as it is intrinsically

smoothed. Similar limitations apply to the simulated STF given the low-pass filtering we apply and

given the numerical limitations of the experiment.

6.3 Dynamic time warping and clustering analysis

6.3.1 Method of DTW

DTWmeasures the similarity between two time series that may not share the same frequency con-

tent or the same sampling rate. The series are “warped” (or stretched) non-uniformly in the time

dimensions to optimally match two series (Fig.6.3). This algorithm is widely used in automated

speech recognition in which different audio sequences may have different speaking speeds1,33. One
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important advantage of DTW is its ability to preserve topological structures of the time series by as-

similating their temporal elongation or compression. Once stretched, the DTW distance is taken as

a new metric for STF similarity, which can be used for clustering. Our approach follows four steps:

1. Pre-conditioning of STF shapes;

2. Calculation of DTW distance;

3. Hierarchical clustering based on DTW distance ;

4. Re-grouping clusters around centroid events;

We first performminimal pre-conditioning of the STF shapes. The STFs are built from the de-

convolution of teleiseismic P waves that are relatively well constrained at frequencies below 1 Hz311.

Given that the maximum duration of the STF in the catalog is about 100 s, we re-sample the data

to 100 points giving a minimum sampling rate of 1 point per second. We then normalize the am-

plitude STFs to the event seismic moment. These two processing steps improve the stability of the

warping. We have tested various strategies to resample and normalize the STFs, which did not affect

the conclusions of this analysis.

Second, we apply the DTW to each pair of STFs. The DTW distance is the Euclidean distance

between two STFs warped along the optimal warping path, and is chosen here as the measure of

similarity between two STFs (see Fig.6.3 (a) - (b)). We apply a global search of the shortest warping

distance, and thus allow for the maximum level of distortion. The warping follows causality such

that the order of the peaks is kept. Knowing that the distortion induced by nonlinear stretching

is unphysical, we will mainly focus on the STF general shape, which is well preserved when choos-

ing an appropriate maximum distortion. Unlike for GSD results, here we do not seek to interpret

individual stretched peaks as physical subevents.
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Figure 6.3: Dynamic time warping (DTW) clustering of earthquake source time functions (STFs). (a) Point‐to‐point
correspondence between two example STFs. (b) Optimal stretching path (white line) from the minimum differences for
the two example STFs. (c) Hierarchical structure of all SCARDEC STFs from the DTW clustering.

Then, the STF shapes are clustered based on their DTW distance with a single-linkage hierar-

chical clustering analysis that provides the flexibility to form clusters at any desired level (Fig.6.31

(c)). Here, we choose the threshold of clustering cutoff distance to be 0.45, which corresponds to

20 clusters. The DTW distance threshold, or choice in number of clusters, controls the degree of

distortion. Thus, by choosing a proper number of clusters, we keep the diversity of clusters and

limit the unphysical distortion. For each of these clusters, we choose the representative STF (defined

as the centroid event) that has the minimummedian distance to all of the other members of the
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Figure 6.4: Source time function clustering, grouping, and conceptual interpretation. (a) Individual STFs after dynamic
time warping and clustering are shown by gray thin lines. Black thick lines are the STFs of the centroid event of each
cluster. Colored dots indicate the prominent peaks of the centroid STF as well as the associated group. Numbers in the
parentheses are the number of STFs in each cluster. The corresponding population proportion of each cluster is shown
in the right histograms. (b) Same as (a) but for the STFs from our dynamic simulations. (c) Cluster centroid STF shapes
and conceptual models for G1‐G4. In the model diagram, dark blocks represent major rupture asperities and the arrow
indicates the rupture direction.

cluster. It is similar to the stack of all stretched STFs within each cluster (Fig.6.4), which, in turn,

exhibits the common features of all cluster members.
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Next, we parameterize the characteristic STF shape for each of these clusters by calculating the

number of prominent peaks of each centroid event. The number of prominent peaks is commonly

used for topographic relief analysis and is defined as the amplitude of the peak (hill summit) relative

to the lowest amplitude point (valley) that does not contain a higher peak. In order to be counted

as a peak, we choose a threshold of prominent peak amplitude to be 10% of the global maximum of

the STF. The purpose of this step is to avoid counting the small-amplitude spurious peaks, which

are usually caused by imperfect Green’s function removal, as the false prominent peaks. Previous

studies have used zero-crossing of the time derivative of the STF122,121,246,271, which is also sensi-

tive to spurious peaks because it does not account for the signal amplitudes. We also test 1% and

5% threshold and the conclusions remain unchanged. We notice that the stretched STFs have a lot

fewer prominent peaks than individual peaks from the GSD (Fig.6.5). Moreover, the stretched STFs

have fewer prominent peaks than the raw STFs, but in general the same number of prominent peaks

as the centroid event (Fig.6.6). For instance, a STF may have multiple separated amplitude peaks,

but only one single prominent peak (Fig.6.4 (a) - (b)). These differences are because our newmetric

is defined for the complexity of general shape extracted from large number of STFs, instead of the

detailed features of each individual STF.

Finally, we group the clusters based on the number of prominent peaks of the centroid event:

G1 is the group where the centroid event has 1 prominent peak, G2 is the group where the centroid

event has 2 prominent peaks, ... (Fig.6.4 (c)). G4 is the group where the centroid event has at least

4 prominent peaks. Examples of detected prominent peaks are found in Fig.6.4 (a) - (b). For DTW

results, we define the STFs to be “complex” if their DTW stretched STFs have multiple prominent

peaks. The first order result from the grouping is that most events have a single prominent peak

whereas about 20% events are more complex.
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Figure 6.5: Comparison between the GSD subevent number and DTW complexity groups. The color indicates the
frequency of occurrence within each group.
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Figure 6.6: Comparisons between prominent peak (0.1 of STF global maximum) number distributions of original raw
STFs (red histograms) and DTW stretched STFs (blue histograms) in each group. Group numbers are also the prominent
peak numbers of the centroid event within each group.
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6.3.2 Results of DTW

We now explore the correlation between grouping and several source parameters such as depth, focal

mechanism, moment, duration, energy, and location.

The first property we investigate is the source depth. Complex STFs (groups G2-G4) are mostly

shallow crustal events whereas the simple STFs (group G1) can be found at all depths (Fig.6.7 (a)):

G1 35.37%; G2 73.68%; G3 86.11%; G4 89.19% with depth≤ 20 km. Because co-located events

have various degrees of complexity (Fig.6.7 (d), Fig.6.8), inaccuracy in the Green’s function does not

strongly bias our results.

The second property we investigate is the focal mechanism (Fig.6.7 (b)). The focal mechanisms

are solved simultaneously by the SCARDECmethod310. Most of the thrust earthquakes have sim-

ple STFs (G1 and G2), whereas the strike-slip earthquakes are dominated by complex STFs (G3 and

G4). There are too few normal events in the database (only 17.5 % ) to give any significant conclu-

sion regarding this mechanism.

There is no clear relation between earthquake size (seismic moment) and this metric of complex-

ity (see Fig.6.7 (d)). For example in Fig.6.7 (d), we see that the largest events in SCARDEC database

may only have one prominent peak in their stretched STF, while the events with smaller moments

can be in any of those complexity groups.

We find a clear pattern that G3-G4 events have an abnormally longer duration with respect to

other events of similar magnitudes and relative to events of the other groups (Fig.6.7 (d)). It is il-

lustrated in Fig.6.7 (d) by visualization of two STFs of co-located events and of similar magnitudes.

For the same earthquake moment (or the STF integral), it is intuitive to understand that STFs in G4

have multiple low amplitude prominent peaks and overall extended duration, compared to the G1

STFs that have a single high amplitude and short duration peak. Simple models of crack ruptures

yield a relation between moment, source duration, and stress drop46,92 that could indicate low stress
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Figure 6.7: Population distribution of four complexity groups and correlation with different source parameters: (a)
centroid depth, (b) focal mechanism (scalar defined by283 that varies from ‐1 (normal), 0 (strike‐slip) to 1 (reverse)), (c)
and scaled radiated energy e = ER/M0. Panel (d) shows the earthquake duration against earthquake moment, colored
with the respective group labels. One pair of co‐located events with different complexity are also shown in the inset.
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Figure 6.8: Map of focal mechanisms colored by their group label and overlay of the plate boundaries (gray thin lines).
Several recent large megathrust earthquakes are highlighted. Blue dashed lines shown the locations of profiles in
Fig.6.10.
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drops for the G4 events (Fig.6.9 (a) - (c)).

We now explore the clustering results against the earthquake scaled energy. Here we calculate

radiated energy from the squared time derivative of the STF (moment acceleration function M̈0(t))

using the relation ER = ( 1
15πρV5

p
+ 1

10πρV5
s
)
∫∞
0

(
M̈0(t)

)2 dt. We select depth-dependent bulk
properties (Vp P-wave velocity,Vs shear-wave velocity, ρ density) from PREM89. Radiated energy

scales almost linearly with seismic moment and we calculate the scaled energy as the ratio of both

radiated energy and seismic moment, which is about invariant with earthquake size67,76. Fig.6.7

(c) shows the distribution of the scaled energy with respect to each group. G3 and G4 events have

systematically larger scaled energy as G1 and G2 events. This is consistent with intuition that G3

and G4 events generally have rougher STFs.

The correlations between STF complexity and source depths and focal mechanism are consistent

with the findings from previous studies70,121,309. In particular, shallow strike slip earthquakes are

constrained geometrically by the Earth surface on the top and the seismogenic depth on the bottom.

They also tend to be composed of segmented faults159. These geometrical settings control the evo-

lution of rupture that tends to operate with moving energetic slip pulses147 with repeated rupture

acceleration and deceleration as they travel across segments54,144,248.

Since earthquake source parameters are closely related to the local tectonic regime, we also find

that our observations from the clustering and grouping results (G1 - G4) are consistent to the

marked variation of tectonic environments (Fig.6.8). Many of the major subduction zones are dom-

inated by the simpler types of events (G1 and G2) and lack of more complex ones, likely because

they are dominated by thrust events located along/within the subducting slabs at various depths.

For example, since 1992, there have been only two events (Mw > 5.5) belonging to the G3 group

along the Southern American and Aleutian subduction zones, respectively (Fig.6.10 (a) - (b)). Simi-

larly, other subduction zone regions like in Japan and in Sumatra, the Indian-Eurasian collision zone

are also dominated by simple-type earthquakes (Fig.6.10 (c) - (d)). In contrast, the complex group
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Figure 6.9: Source parameter estimates of the SCARDEC database. Panel (a) shows the stress drop against with focal
mechanisms parameters: the stress drop46,92 is calculated as Δτ = 7/16M0/(0.32VsTD)

3 , where TD is the
measured STF duration andVs is taken at the source depth from PREM, and the focal mechanism parameter fptype is
described in Shearer et al. 283 . In the simulations, the average stress drop of all models is approximately 1 MPa. Panel (b)
shows the group distributions of these estimated stress drop according to grouping number. Note that the stress drop
estimation based on duration may be underestimated for the very heterogeneous earthquake ruptures of the G3 and
G4 groups 235. Panels (c) and (d) show the group distributions of corresponding strain drop and radiation ratio calculated
from stress drop, respectively, noting that radiation ratio might be overestimated235 . Panel (e) also shows the group
distributions of radiation ratio, but estimated based on the assumption that stress drop is a constant value of 1 MPa, for
comparison.
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(G3 and G4) events are located mostly along the boundaries around the junction region of the Indo-

Australian, western Pacific, Philippine plates and Eurasian plates (Fig.6.8 and Fig.6.10 (e)). Bird 38

explored and documented the kinematics at plate boundaries and found that this region is charac-

terized by a particularly extensive number of micro plates, whose boundaries exhibit varied relative

motions and kinematics (their Figure 6). Therefore, we propose that the complexity in the STF may

reflect the complexity in the regional stress field.

6.4 Modeling STF complexity with dynamic rupture simulation

Simulations of dynamic ruptures using stochastic distributions

Simulations of dynamic ruptures using stochastic distributions of fault-interface parameters are

popular in the investigations of complex kinematic source models, realistic fault geometry and

roughness models, and to simulate high-frequency ground motions106,196,197,260,305. In order to

investigate possible factors that control the STF complexity patterns, we perform a large number of

2-dimensional dynamic rupture simulations with stochastic distributions of pre-stress, and apply

the same clustering analysis to the resulting synthetic STFs as to the SCARDEC STFs.

In this study, synthetic dynamic sources are generated in a 2-dimensional medium in an anti-

plane setting. Pre-stress on the fault is constrained to follow a power-law amplitude distribution

that approximates the scenario caused by natural fault roughness52. To generate diverse dynamic

ruptures, we generate statistically similar shear pre-stress distributions τ0(x) on the fault plane. The

distribution is the sum of a perturbation dτ0(x) and of a uniform level of shear stress μdσ0:

τ0(x) = μdσ0 + dτ0(x). (6.1)

The power spectral density (PSD) of dτ0(x), dT0(k), follows power-law decay in the wavenumber
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Figure 6.10: Earthquake distributions of different complexity groups on the vertical profiles (from 0–70 km, locations
are indicated by blue dashed lines in Fig.6.8). The regional along‐depth and total group distributions are also shown to
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Figure 6.11: Pre‐stress (red curve) and frictional strengths (green curve: static friction; blue curve: dynamic friction)
settings of the dynamic rupture simulations. Dashed lines indicate range of values of the randomly generated pre‐stress.
Finally, only the rupture models terminates within the yellow shadow regions are kept as the qualified models.

domain,

dT0(k) = C|k|−γ, (6.2)

where γ = 0.8 is based on observational constraints on the self-afine fault roughness52,87, and C is a

normalization factor. Combining the PSD dT0(k)with the random phases φ(k), which are taken

from a uniform distribution in [0, 2π], we can generate various pre-stress distributions. For each

realization of a pre-stress perturbation, we further scale the pre-stress perturbation amplitude to vary

within the range from−0.6(μs − μd)σ0 to 0.8(μs − μd)σ0. Finally, we apply a Tukey-window to

taper the 100 km on either end of the 400 km pre-stress distributions; this avoids and abrupt ending

of rupture at the fault boundary, which is rarely obsered in real STFs (Fig.6.11).

We assume a constant normal stress of 120MPa and linear slip weakening friction law16,132,242.

The linear slip weakening friction is used as a simple but general constitutive relation:

μ =

{ (μd−μs)d
Dc

+ μs, d ≤ Dc,

μd, d > Dc,
(6.3)
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Linear slip weakening requires three parameters: the static friction coefficient (here chosen as

μs = 0.677), the dynamic friction coefficient (here chosen as μd = 0.525), and the characteris-

tic slip-weakening distanceDc. There is a trade-off between strength excess andDc in controlling

rupture velocity and the resulting ground motions107. Here we choose to focus onDc. The use of

dynamic simulation in this study is not intended to compare the shape of individual subevents, or to

relate the time and shape of these subevents to physical properties on the field. Instead, we use these

simulations to provide an ensemble of realistic STFs and analyze the statistical properties of their

shapes. While we keepDc constant within a single set of simulations, we carry several sets of exper-

iments with values ofDc at various levels 0.05, 0.1, 0.2, 0.4, 0.8, and 1.6 m that are within bounds

found in the literature.

For eachDc, we first generate a set of pre-stress distributions that we use in each simulations.

The dynamic rupture is solved by 2D boundary integral method SBIEMLAB ( https://github.

com/jpampuero, last accessed February 2021). We discard the rupture models that unsuccessfully

nucleated with a source dimension less than 20 km, or rupture beyond the zone of heterogeneous

pre-stress, and obtain 800 qualified simulations for eachDc value. Finally, the STFs are calculated

from the integral of the moment-density-rate functions over the fault surface.

Comparing dynamic rupture simulation results with STF observations

With large number of simulated rupture models and their synthetic STFs, we can directly compare

with the observations from SCARDEC STFs.

We first apply GSD to all the simulated STFs. We find a similar pattern of monotonic growth

in the number of subevents in our numerical simulations (Fig.6.2 (b)). There is a close relation be-

tween pre-stress variations and rupture velocity. This relation is itself a basic aspect of elastodynamic

crack propagation93,167. Subevents initiate when the rupture front accelerates due to a region of

favorable pre-stress and terminate when the rupture front decelerates due to a region of unfavorable
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pre-stress. More importantly, we find that heterogeneity in the stress field on the fault interface is

necessary to reproduce the large STF variability and the monotonic growth of subevent number

observed from GSD results. If we apply homogeneous pre-stress (or heterogeneous pre-stress with

small variation) in our model settings, we are not able to get consistent results.

We also investigate the scaling relation from the simulated STF: log10(MS) = 0.8log10(M0) +

2.30 (Fig.6.2 (d)). This scaling relation is different from what we see from realistic STFs. Our sim-

ulations are 2-D, whereas real earthquakes in nature occur on 3-D faults. For this reason, the two

scaling relations (Fig.6.2 (c) - (d)) are not expected to be identical. We are, however, confident that

a scaling slope lower than 1, which would support earthquake self-similarity, is a robust feature for

both the observed and simulated STFs.

We further apply DTW to the simulated STFs. Our results indicate that the small values of

Dc < 0.1 m are probably necessary to produce the general level of complexity of the SCARDEC

STFs (Fig.6.12 (a)). Furthermore, we notice that the distributions among group numbers vary

systematically with depth in the SCARDEC database (Fig.6.12 (b)). The STFs of shallow crustal

earthquakes present a diversity in complexity similar to that obtained in the simulations when using

Dc ∼ 0.1 m. The STFs of deep mantle earthquakes present a diversity in complexity that can be

obtained with much smaller valuesDc (≤ 0.05m). Depth variations inDc have been reported in

earlier studies. Wibberley & Shimamoto 342 perform laboratory experiments on samples from the

Median Tectonic Line in southwestern Japan, and estimate thatDc ought to vary with depth, with

a deeper (6 km) values being systematically 30% smaller than the shallow (2 km) values. Kinematic

source inversions also find a systematic depth variation of rise time, which they attribute to a sys-

tematic dependence inDc
135. Our results may provide a supporting evidence that the characteristic

slip-weakening distance, or more generally the fracture energy that is proportional to the product of

Dc and stress drop107, varies at depth over crustal scales.

Except for the on-fault frictional properties simulated in this study, different faulting mechanisms
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Figure 6.12: Group proportion distributions: (a) simulated STFs clustering with different values ofDc. (b) Group propor‐
tions of real STFs (SCARDEC) within different depth bins.
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for shallow (0 - 80 km) and deep (80 - 800 km) earthquakes can potentially be another factor for the

variation of STF complexity along depth. For instance, the deep earthquakes are inferred to have

different faulting mechanisms such as transformational faulting, dehydration embrittlement, and

thermal runaway ? . However, whether these different faulting mechanisms leads to various STF

shapes is beyond the scope of our simulations in this study.

6.5 Conclusion andDiscussion

In this study, we developed different metrics to extract physical information from STFs in SCARDEC

database. We apply GSD to analyze earthquake STFs and their subevents. We make several observa-

tions based on GSD results: first, large earthquakes have more subevents than small earthquakes;

second, the subevent moment scales with the main event moment with a power exponent of about

0.8. Moreover, we develop a dynamic time warping methodology to cluster a large number of earth-

quake source time functions into different complexity groups based on similarity of their general

shapes. We find the patterns of STF shape complexity correlate with different source parameters

such as depth, duration, focal mechanism, scaled energy.

Through dynamic rupture simulation, we find that simulations with spatially uniform fault pa-

rameters fail to produce subevents but that introducing a range of heterogeneity levels in the pre-

stress yields similar results. We also find that the frictional parameterDc affects the proportions

of different complexity groups. Comparing the diversity in the STF complexity from SCARDEC

database to that from the simulated STF, we suggest that small values ofDc are a viable explanation

to the distribution between simple and complex events.

Moreover, the DTW results of SCARDEC STFs show that the shallow crust has relatively larger

proportion of complex groups than the deep region, as does the STFs simulated with a largeDc.

Based on this, the observed variations of complexity with depth could be explained with a depth
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variation ofDc, or more generally, the fracture energy.

Furthermore, we compare our results from the two different metrics. The definition of complex-

ity in GSD is the total number of individual peaks, which they referred to as subevents. GSD results

show that strike slip events had more complex STF compared to thrust earthquakes. The DTW

results is complementary to GSD results, and adds more detailed information in three ways. First,

there is no obvious correlation between earthquake magnitude and the number of prominent peaks.

This suggests that earthquakes have a limited number of large subevents (prominent peak). Second,

DTW results help us to analyze the relation between degree of complexity and other source param-

eters, such as the scaling between duration and moment (sometimes used to estimate earthquake

stress drop) and the ratio between radiated energy and moment. Taken together, it is reasonable to

infer that the complex STFs exhibit large radiation ratio (proportion of radiated energy over avail-

able energy). Finally, the modeled STFs exhibit different degrees of complexity depending on the

frictional properties.

There are several limitations to our approaches. First, the database we use is constructed from

a Green’s function in a radially symmetric Earth. Although this is unlikely to affect the overall re-

sults, Green’s functions that account for laterally varying structure would improve the temporal

resolution of the shallowest events. This requires better understanding of near surface scattering and

attenuation. Second, our modeling approach is unable to characterize the correlation between focal

mechanisms and STF complexity. Indeed, these parameters could be tested using a 3-dimensional

dynamic rupture simulation framework, which is impractical to implement due to high computa-

tional expense and the employed statistical approaches. Nevertheless, because fault geometry and

fault properties seem to play a dominant role in shaping the source and the resulting strong ground

motions, further 3-dimensional modeling and observations are necessary.
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6.6 Data and resources

All the source time functions are downloaded from SCARDEC source time function database

(http://scardec.projects.sismo.ipgp.fr/). The dynamic rupture simulation code SBIEM-

LAB is developed by Jean-Paul Ampuero (available on https://github.com/jpampuero). The GSD

scripts and samples of data are available at github.com/mdenolle/subevents2019/. The DTW

scripts can be obtained on the Github (https://github.com/yinjiuxun/STF_DTW). Global maps are

made by GMT341 (available at https://www.generic-mapping-tools.org/).
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Amulti-task encoder-decoder to separating

earthquake and ambient noise signal in

seismograms

Summary

Seismograms contain multiple sources of seismic waves, from distinct transient signals such as earth-

quakes to ambient seismic vibrations such as microseism. Ambient vibrations contaminate the

earthquake signals, while the earthquake signals pollute the ambient noise’s statistical properties

necessary for ambient-noise seismology analysis. Separating ambient noise from earthquake sig-

nals would thus benefit multiple seismological analyses. This work develops a multi-task encoder-

decoder network to separate transient signals from ambient signals directly in the time domain for

3-component seismograms. I choose the active-volcanic Big Island in Hawai’i as a natural labora-

tory given its richness in transients (tectonic and volcanic earthquakes) and diffuse ambient noise

(strong microseism). The approach takes a noisy seismogram as input and independently predicts

the earthquake and noise waveforms.

The model is trained on earthquake and noise waveforms from the STandford EArthquake

Dataset (STEAD) and on the local noise of a seismic station. I estimate the network’s performance

using the Explained Variance (EV) metric on both earthquake and noise waveforms. I explore dif-

ferent network architectures and find that the long-short-term-memory bottleneck performs best
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over other structures, which I refer to as the WaveDecompNet. Overall I find that WaveDecompNet

provides satisfactory performance down to signal-to noise-ratio (SNR) of 0.1.

The potential of the method is 1) to improve broadband SNR of transient (earthquake) wave-

forms and 2) to improve local ambient noise to monitor the Earth structure using ambient noise

signals. To test this, I apply a short-time-average to a long-time-average (STA/LTA) filter and im-

prove the detection 27 times. I also measure single-station cross-correlation and autocorrelations of

the recovered ambient noise and establish their improved coherence through time and over different

frequency bands. I conclude that WaveDecompNet is a promising tool for a range of seismological

research.

7.1 Introduction

A seismogram is a record of how the ground moves and usually contains a rich mix of different

seismic signals. They may be transient such as the ground motions caused by earthquakes, surface

processes (glacier sliding181,334, landslides149,337), human activities (cars, trains, ships, machinery

from factories,274). They may be more diffuse such as the microseism55, the seismic hum255, river

noise49, urban life176. The transient motions capture the seismic signature of their source (earth-

quakes, landslides, glacial sliding) and thus are essential information to understand these processes

(event detection, location, discrimination, source properties). The diffuse ambient seismic field, on

the other hand, found its use in correlation seismology to extract spatial and temporal variations in

the Earth structure5,61,278,281. Therefore, separating the earthquake and ambient noise signals can

significantly improve seismological studies from different perspectives: robust event source charac-

terization and robust imaging and monitoring of the Earth’s interior.

Many studies across the sciences have focused on removing the diffuse ambient data from the

transient signals. In seismology, the diffuse field is often considered as “noise”. The task of denois-
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ing earthquake signals aims to improve the signal quality, and the most commonly used method

is Fourier-based spectral filtering. This approach assumes that the earthquake and ambient noise

signals are well separated in the frequency domain. Although this technique has been proven to be

effective in numerous cases, it can distort the signals and/or cause artifacts around the impulsive

signals82,218.

Earthquake and ambient noise signals often overlap in the frequency domain, and direct filter-

ing may be challenging to separate them202,247. Denoising using time-frequency representations of

the signal is another widely applied and effective technique to separate the earthquake and ambient

noise signals when they overlap. Many innovative algorithms and methods have been developed,

for example, using time-frequency transforms such as the Stockwell S-transform292, the Radon

transform, the wave-packet transform, the continuous wavelet transform, or others using f-x or f-k

filtering, singular spectrum analysis, sparse transform-based denoising, which are extensively re-

viewed and discussed inMousavi & Langston 218 . Most of these transform-based denoising methods

achieve noise suppression through thresholding methods, that is, determining some hard-81 or soft-

56 thresholds to separate seismic and noise signals. Although those transform-based methods are

shown to be very practical and possible to be automated218,219; they still require manual interven-

tion, and the parameter tuning is often performed using trial-and-error approaches.

With the recent leap of computational power, memory and data storage, machine learning (ML)

has provided a diverse set of powerful tools in the geosciences31. ManyML algorithms are built to

(1) automatically perform complex prediction task; (2) create a representation that approximates

numerical simulations or captures relationships; (3) reveal new patterns, structures, or relationships

from data31. ML algorithms are powerful in many different seismological tasks, including but not

limited to waveform classification and earthquake detection34,142,163,180,217,221,245, phase picking

and association180,182,204,217,322,370, source location and characterization170,216,223,245,254,312,367,

earthquake early warning180,224, and many others.
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Machine-learning methods have also been developed to denoise and decompose the seismic

data57,266,288,299,371. Saad et al. 266 develop a stacked denoising auto-encoder to smooth the am-

bient noise and output a time series for better arrival time detection, in a similar fashion to an im-

pulsive filter9. Zhu et al. 371 develop a DeepDenoiser network, which applies deep learning to the

short-time Fourier transform and focuses on classification on pixels of the spectrogram of seismo-

grams299,371.

This study aims to separate the waveforms of both earthquake and ambient noise signals through

the ML network, thereby benefiting both earthquake and ambient-noise seismology. I develop a

newmulti-task encoder-decoder ML network, which I nameWaveDecompNet, to separate both

types of signal simultaneously. I treat the problem as a time series extrinsic regression296 and di-

rectly work on the seismic data in the time domain. This setting can save human intervention by

not tuning parameters for the time-frequency representation and provides the excellent potential to

be applied in a near real-time framework given its lower computation cost. The performance of the

WaveDecompNet is noticeable even at a low signal-to-noise ratio.

I take the Big Island of Hawai’i as a natural laboratory of the seismically complex environment.

Oceanic islands record strong microseismic signals, which are the basis for ambient noise seismol-

ogy184. The volcanic region also exhibits dynamic tectonics and volcanic activities. I choose the

broadband seismic station IU.POHA at Pohakuloa, Hawai’i. The richness of this dynamical sys-

tem presents particular challenges in monitoring the volcano-tectonic activities and the temporal

evolution of structural changes from ambient-noise seismology.

I further test the applicability of my technique by performing two standard single-station mea-

surements. I first test the improvements on detecting transients by applying the standard short-

time-average through long-time-average (STA/LTA) method9 and find increased trigger rates and

potentially improved picking accuracy. I also measure the coherence of single-station ambient-noise

cross-correlation functions and find increased stability in the coda of these functions. My results
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highlight the potential for WaveDecompNet to improve seismograms used in both event-based seis-

mology and noise-based seismology.

7.2 Network design ofWaveDecompNet

The multi-task encoder-decoder network handles the time series seismic data directly. The input to

the network is 1-minute long, 3-component (East-West, North-South, and up-down) raw seismo-

grams. The output of the network is two 1-minute long, 3-component seismograms (earthquake

and noise, Fig.7.1). In order to seek computational efficiency, no pre-processing of the data is ap-

plied except the amplitude normalization of the waveforms.

7.2.1 Network architecture

The encoder-decoder network is a popular network design inML problems, such as generating

dialogues279, semantic image labelling23,24, detection of image forgeries26, and prediction of vehicle

trajectory243. In this study, my encoder-decoder network consists of 3 major parts: the encoder

branch, the two decoder branches, and two bottleneck blocks in between:

1. The role of the encoder is to extract useful, high-level features from the seismic time series.

Through training with sufficient data and updating its parameters, the encoder aims to learn

features of the input data that can help characterize the earthquake and ambient noise sig-

nals. I use one-dimensional (1D) convolutional layers with an increasing number of kernels

to extract high-level features with a minimal number of parameters (Fig.7.1). The stride of

the convolution is adjusted to down-sample the time series along the time axis. I have tested

the use of MaxPooling instead of convolutional strides but found poorer network perfor-

mance. After each 1D convolutional layer, batch normalization is applied to normalize the

output to zero-mean and unit variance. Finally, a rectified linear unit function (ReLU) is
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Bottleneck 1 Bottleneck 2

Figure 7.1: The multi‐task encoder‐decoder separates earthquake and ambient noise signals. The network consists of
5 main blocks: the encoder branch, two bottlenecks, and two decoder branches. The encoder and decoder branches
contain 7 one‐dimensional convolutional and transpose convolutional layers. The layer parameters “x kr y, stride=z”
refer to x kernels with y features and stride of z. Each convolutional or transpose convolutional layer is followed by a
batch normalization (BN) layer and a ReLU activation layer. The structure of the bottleneck block is tested and discussed
in the main text for details. 6 residual connections (skip‐connection layer by summation) directly connect the encoder to
the decoder to improve the convergence of training and prediction performance116,261,370.
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used as the activation function to add non-linearity to the network for better regression from

time series to time series.

2. The role of the decoder is to translate the learned features from the encoder branch and re-

construct the separated earthquake and noise time series. A two-branch decoder block han-

dles both the separated earthquake and noise waveforms individually and performs better

than a single branch network that only outputs the earthquake signal. The branches are

composed of 1D transpose convolutional layers. In symmetry with the encoder block, the

number of kernels gradually decreases, and I manually select the stride to incorporate the

high-level features back into the time domain. Like the encoder block, I also apply batch-

normalization and ReLU activation following each 1D transpose convolutional layer. The

parameters of the two branches are learned independently.

3. The bottleneck blocks link the encoder and decoder blocks. Their purpose is to learn the

mapping relation between the encoder-extracted features of the composite waveform (earth-

quakes and noise) and the features of the separated earthquake and noise time series, respec-

tively. The design of the bottleneck block greatly impacts the performance of the algorithm

and is subject to investigation in this study.

7.2.2 Data

I use the earthquake waveform data from the STEAD220 (STandford EArthquake Dataset, available

at https://github.com/smousavi05/STEAD) because of its broad coverage of global earthquakes.

This data set is curated to provide many high signal-to-noise ratio waveforms of local (source-receiver

distance less than 350 km) earthquakes and a set of “noise” (non-earthquake) signals recorded glob-

ally. There are 234,526 samples of 3-component seismograms of ambient noise and 1,030,231 sam-

ples of 1-minute 3-component seismograms associated with 450,000 earthquakes located at various
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regions globally220. I randomly pick 144,000 STEAD earthquake waveforms based on their SNRs,

which is defined as:

SNR =
||S||2

||N||2
, (7.1)

where ||S||2 and ||N||2 are the power of signal and noise, respectively. I only keep the highest

quality earthquake waveforms with SNR> 104 in the STEAD dataset to approximate a noise-free

signal, then lowpass-filter the waveform below 5 Hz and down-sample them from 100 Hz to 10 Hz.

The data set for ambient noise windows combines a “global noise” from STEAD noise wave-

forms with a “local noise” from IU.POHA station. I randomly pick 100,000 3-component STEAD

samples, low-pass filtering first and then down-sample them to 10 Hz. For the “local noise”, I select

noise waveforms from 1-month-long continuous seismic data recorded by IU.POHA (from July

31, 2021, to September 1, 2021), and down-sample the data to 10 Hz. The continuous data may

contain known and unknown earthquakes. To keep the spectral features of the noise and reduce

the effects from these transient signals, I shuffle the phases as follows. First, I transform the seismic

data into the Fourier domain, which gives the amplitude and phase spectra. I keep the amplitude

spectrum but assign a random phase using a uniform distribution−π to π to each frequency value,

then I apply the inverse Fourier transform. I obtain 44,000 samples of 1-minute ambient noise time

series.

To represent more time series for better generalization, I apply two strategies of data augmenta-

tion372. First, I shift the arrival time of earthquake signals randomly in a uniform distribution of -30

to 60 s to handle the uncertain arrival time of earthquake signals in the real application, and allow

for a redistribution of the weights in the encoder 1D convolutional layers. Second, I randomly scale

the amplitude of earthquake waveforms related to the noise signals to increase the range of SNR

from 10−2 to 104. I linearly stack the shifted and scaled earthquake and ambient noise waveforms to
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generate the composite waveforms. I report that the resulting SNR of my training data is uniformly

distributed in the logspace.

Normalization of the input data is necessary to stabilize the optimization. I use a standard scaler

to normalize the time series to zero-mean and unit-variance. I rescale the earthquake and noise

signals using that factor after the two decoder branches of WaveDecompNet. The loss error is the

mean square error (MSE) function, and the training is performed using the Adam optimizer154.

The training, validation, and testing data sets are split using 60%-20%-20%. Only the training

data are used to train the network, update the model parameters and minimize the loss function.

I use a batch size of 128 during training. The validation data is used to track over-fitting during

the training. Over-fitting is also mitigated with an early stopping strategy (https://github.com/

Bjarten/early-stopping-pytorch) with the patience of 10; that is, the training automatically ter-

minates if the value of validation loss remains unimproved for 10 epochs.

After training, I use the test data set to evaluate the model performance, especially for choosing

the best one frommodels using different bottlenecks (more details follow in the next section).

After training, I evaluate the model performance on the test data set. Figures 7.2 - 7.3 show

two examples with different types of noise signals: Figure 7.2 contains the regional noise from the

IU.POHA station, which is energetic mostly low-frequency below 1 Hz and characteristic of micro-

seism at a dominant period of 7 s, Fig.7.3 contain the STEAD noise signal, which is broadband and

rich in high frequencies in a band that overlaps with the earthquake signal. Visually, the earthquake

waveforms are relatively well recovered over a broad range of frequencies. In particular, it is able to

decompose the signals with overlapping frequency content (Figures 7.2 - 7.3 (b)), which is often a

challenge for filtering-based denoising methods82,218.
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(a)

(b)

Figure 7.2: Example 1 of waveform separation using one of the bottleneck architecture (LSTM, see section 7.2.3). (a)
3‐component (E‐East, N‐North, Z‐vertical from top to bottom) velocity seismograms normalized with the same scaling
factor of maximum amplitude in each component. (left panels) One STEAD earthquake waveform (in red) and IU.POHA
local noise is stacked to get the noise input waveform (in black). (Middle panels) Comparison between the separated
earthquake waveforms (blue) with the ground truth earthquake waveform (red). (right panels) Comparison of the sep‐
arated noise waveform (blue) and ground truth noise waveform (red). (b) 3‐component waveform Fourier amplitude
spectra. (Top panels) The spectrum of the input waveform is shown in black, with the ground truth earthquake spectrum
(in red), the separated earthquake spectrum (in blue). (Bottom panels) The ground truth noise spectrum is shown in red,
and the separated noise spectrum is shown in blue.
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(a)

(b)

Figure 7.3: Example 2 of waveform separation. Same as in Figure 7.2 except that the noise waveform is from the STEAD
dataset.
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7.2.3 Choice of the network bottleneck

The bottleneck block aims at learning the mapping relation between features in the encoder and

decoder, and those features are necessary to reconstruct the separated signals in the decoder blocks.

There are multiple choices for the bottleneck structure in time series analysis. I explore five of them

and evaluate their impacts on model performance:

1. None: no specified bottleneck. The encoder and decoder are directly connected. The total

number of trainable parameters in the network is 78,090.

2. Linear: a linear regression layer between the encoder and the decoder. The total number of

trainable parameters in the network is 86,410.

3. LSTM: a bidirectional long-short-term-memory (LSTM) layer between the encoder and the

decoder119. The total number of trainable parameters in the network is 178,442.

4. Attention mechanism: a multi-head attention layer between the encoder and the decoder314.

I use a 4-head dot-product self-attention layer with a dropout probability of 0.2. Other num-

bers of heads were tested but did not significantly affect the results. The total number of

trainable parameters in the network is 110,858.

5. Transformer: the standard transformer encoder layer made up of self-attention and feed-

forward network314. The transformer model has been shown to be a powerful tool in dif-

ferent seismological applications such as earthquake detection and phase picking217, earth-

quake source characterization223 and early warning224. I only use one layer but find adding

more layers can greatly downgrade the model performance, which I attribute to insufficient

training. The total number of trainable parameters in the network is 640,394.
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7.2.4 Model Training

I use the identical training and validation data set to train all these networks. I train and validate over

the batch size of 128. I require each network to be trained for at least 30 epochs. After 30 epochs,

I apply the same early stopping patience of 10 epochs. These steps can help guarantee the conver-

gence of each model’s optimization while avoiding over-fitting (Fig.7.4).

The overall training behaves properly for all models. During model training, the training loss

curve keeps decreasing. The validation loss curve decreases and approaches the training loss curve as

the training goes, and finally stays almost constant at some epoch, which indicates the convergence

of optimization and the model is no longer improved. LSTM and attention models achieve the min-

imum final loss value for both training and validation data sets (Figs. 7.4 (c)-(d)). The transformer

model, although with more model parameters than any other models, shows a higher validation loss

value than that of the LSTM and attention bottlenecks (Fig.7.4 (e)). The minimal None and Lin-

ear bottlenecks exhibit the highest final loss values for both training and validation loss (Figs. 7.4

(a)-(b)). I also show the partial loss curves from individual branches of the earthquake and the noise

waveforms, approximately half of the total loss. The validation loss for the earthquake waveforms

is slightly higher than that of the earthquake loss probably due to the complexity of transient earth-

quake signals.

Next, I test the trained models with the 28,800 samples of the test data set. The test data set

is not included during the training process, so it can be used to evaluate the model performance.

The LSTM and Attention models have achieved the minimummean test loss value of 0.0503 and

0.0557, respectively. The transformer model has a mean test loss value of 0.0836. The None and

Linear models have mean test loss values of 0.0831 and 0.0893, respectively.

Furthermore, I inspect the waveform fitting for different models. For the same inputX (com-

posite waveform), I obtain the predicted output/waveform ỹ and compare it with the ground truth
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Figure 7.4: Training curves of networks with different bottlenecks: (a) None, (b) Linear; (c) LSTM; (d) Attention; (e)
Transformer. Dots and solid lines indicate the loss from training data set and validation data set, respectively. Colors
indicate different part of loss: total loss in black, earthquake waveform (decoder 1) in blue and noise waveform (decoder
2) in green. The red star indicates the loss from test data set.
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Figure 7.5: Comparison between networks with different bottlenecks. (a) Variation of earthquake EV score with SNR of
the noisy input signal. (b) Variation of noise EV score with SNR of the noisy input signal. Colored lines show the median
EV score from networks with different bottlenecks. The error bars are calculated from the median values of EV score for
test samples above and below the median EV score. Right panels show the histograms of the EV score of each network
with the same color scheme.

waveform y. Other seismic denoising studies have reported improved SNR values as performance

metrics299,370. Tibi et al. 299 also use the signal-to-distortion ratio (SDR) metric227, but the SDR

metric is unbounded. Here, I calculate the EV score for both separated earthquake waveforms and

ambient noise waveforms: EV = 1 − Var(y−ỹ)
Var(y) , Var means variance of the time series. The best pos-

sible EV score is 1.0, corresponding to perfect waveform reconstruction. An EV score of 0.0 means

that no waveform has been reconstructed (ỹ = 0). A negative EV score means a false waveform re-

construction, for example, in the time window where there is no earthquake waveform (y ≈ 0) but

the network reconstructs a spurious waveform (ỹ ̸= 0).

176



The comparative results are shown in Fig.7.5. All models can reconstruct both earthquake and

noise waveforms with over half of the tested samples that achieve a high EV score around 1 (Fig.7.5).

The network with the LSTM bottleneck recovers most test samples with a high EV score of around

1 for the earthquake waveforms (Fig.7.5 (a)). There is a bimodal distribution in the EV scores for

earthquake waveforms. All models show two peaks around EV scores of 1 and 0, especially when

the earthquake-to-noise ratio is less than 1. The bimodal pattern is suggestive of the behaviors of this

encoder-decoder network. In cases that the network can recognize, the network can reconstruct the

waveforms accurately. In cases that the network can hardly recognize, the network tends to output

a time series of zeroes, which leads to almost 0 EV score. All networks show similar performance in

EV score for the noise waveforms (Fig.7.5 (b)). I find no obvious bimodal pattern in the ambient

noise reconstruction, which indicates a lower likelihood of outputting strictly zero noise. There are,

however, spurious reconstructions of the noise waveforms for lower noise-to-earthquake amplitude

ratios, or when transient signals dominate the time series (Fig.7.5 (b)).

Moreover, I explore how the EV score varies with SNR for both earthquake (Fig.7.5 (c)) and

ambient noise waveforms (Fig.7.5 (d)). First, all models present the same pattern that the EV score

monotonically increases with the corresponding amplitude of signals, quantified by SNR for earth-

quake waveforms or 1/SNR for ambient noise waveforms, respectively. This is well expected be-

cause it is easier for the ML network to learn the intrinsic features of the signal waveforms and re-

construct the earthquake and ambient noise signals for higher amplitude. All models perform simi-

larly. Take the case of earthquake waveform as an example (Fig.7.5 (a)). For SNR> 101, all models

can correctly separate the earthquake waveform almost perfectly (EV score∼ 1). The performance

of any model drops as the SNR decreases. For example, at SNR = 1, the median EV score of models

is about 0.8 to 0.9, and LSTM has the best performance. The discrepancy between model perfor-

mance is exacerbated at low SNR. For instance, when the SNR is small,= 10−1 = 0.1, it is visually

difficult to extract the earthquake signal. However, the LSTMmodel can still achieve a median EV
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score of about 0.6, the Attention model has a median EV score of 0.5, the None model has a median

EV score of 0.48, the Linear model has a median EV score of about 0.4, and the Transformer model

has a median EV score of 0.3. For even smaller SNR values,= 10−1.8 = 0.02, all models tend to

fail with most EV score being 0. The variance of the EV scores also increases with decreasing SNRs,

indicating that there are more uncertainties in the reconstructed waveforms. Similar behaviors can

be observed for the EV score of ambient noise part, with larger amplitudes of noise yields to better

model performance (Fig.7.5 (b)).

One possible explanation for the different performances between bottlenecks architectures is the

difference in model complexity. None and Linear models have fewer parameters than other models,

so they may not be enough to understand the internal features of the seismograms properly. The

None and Linear models have higher training loss (about 0.08) than other models,suggesting a not

good model. The Linear model presents a larger loss value (Fig.7.4 (b)) and poorer waveform fitting

(Fig.7.5) than the None model, implying the inability of linear regression as the bottleneck layer for

this waveform decomposition problem. On the other hand, the Transformer model is more complex

than the other models. Its mean test loss (0.0836) is slightly lower than that of the Linear model

(0.0893), and the earthquake waveform fitting is almost the same as the Linear model (Fig.7.5 (a))

but the noise waveform fitting is similar to that of the None model (Fig.7.5 (b)). The LSTM and

attention models share a similar overall complexity and achieve the lowest test loss and the most

stable training. The similarity and systematically low values of the training and validation losses for

the LSTM and the attention bottleneck may also indicate that those two models have already well

“learned” the features in the training data sets (Fig.7.4 (c) and (d)).

To summarize, I evaluate the performance of models with different types of bottleneck models

by testing the same test data set. I find that the model performance can differ due to model com-

plexity. In general, the order of performance of my model is LSTM> attention>None> Linear

≈ Transformer based on the variation of EV score with SNR. The LSTM bottleneck outperforms
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other bottlenecks in reconstructing both earthquake and noise waveform, especially for a situation

with low SNR (Fig.7.5 (c)). It is interesting to note that LSTM performs better than the attention

and Transformer models, which implies that the sequential information is essential for reconstruct-

ing the waveforms. I speculate that the feature extraction of the encoder branch suffices at represent-

ing the temporal sequencing in the bottleneck layer. The conventional limitations of LSTM that

long memory is not long enough are no longer important.

7.3 Application to continuous seismic data

I now apply WaveDecompNet to continuous time series. It is straightforward to apply the model

to any continuous data, provided that it has the same sampling rate. I select continuous recordings

at IU.POHA from July 31, 2021, to September 1, 2021. I first down-sample the three-component

1-month-long waveforms to 10 Hz. Next, the typical pre-processing steps to apply machine-learning

models is a) windowing to 1-minute long time series (600 samples) without overlap and b) applying

the data normalization using the standard scaler. The most intuitive order to apply these processing

steps are a), then b). I found that ordering a) then b) leads to spurious effects when concatenating

back the 1-minute waveforms into a 1-month long waveform due to offset (means) and trends that

rendered the application to continuous time series unpractical. Instead, I experimented with the

order of b) then a) and found much better performance without artifacts when stitching back the

waveforms.

I normalize the entire month-long time series by removing its mean and scaling with its standard

deviation (STD) to have the zero-mean, unit-variance time series. I slide through the data with 1-

minute long windows (600 samples) without overlap. I apply the WaveDecompNet to all 1-minute

long windows, concatenate all ML-filtered windows, and scale back the 1-month long time series

with the standard deviation and mean for both the earthquake/transient time series and the noise
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time series.

I show the results of separating transients and noise waveforms in Figure 7.6. Most of the tran-

sient signals have been well separated, with a significantly suppressed noise level (Fig.7.6 (b)). The

residuals between the original waveform and the reconstructed waveforms are obtained from sub-

tracting the earthquake and noise recovered waveform from the input waveform (Fig.7.6 (d)). Over-

all, the residuals are low. However, they are large between August 10, 2021, and August 20, 2021,

and these are due to the teleseismic (30◦ to 100◦ angular distance) earthquakes. I mark the P ar-

rival, calculated from TauP with IASP91 Earth model, of these large M5.5+ teleseismic earthquakes

to illustrate that in Figure 7.6. No teleseismic waveform was used during the training, in part be-

cause the input data length is restricted to one minute. Therefore, my model does not handle longer

seismic periods at this stage, and the coda reconstruction of these long waveforms is imperfect. Nev-

ertheless, the general envelop pattern of those earthquake waveforms can still be recovered. In the

following section, I test the validity and usefulness of these transient waveforms by applying a stan-

dard impulsivity filter most commonly used detection method in seismology.

The separated noise waveforms exhibit more leveled, constant amplitudes throughout the month

(Fig.7.6 (c)). Some transient signals remain, especially in the coda of teleseismic earthquakes. For ad-

ditional evaluation of the usefulness of this network, I apply the single-station correlation functions

used in ambient-seismic noise monitoring in a later section.

Most of the previous denoising networks, such as the DeepDenoiser371, construct the noise time

series from direct subtraction of the “denoised” earthquake waveforms from the raw data. Unlike

the DeepDenoiser, the WaveDecompNet has two branches that learn features of the earthquake

and noise waveforms, somewhat independently since their only connection is through a residual

connection to the encoder branch. Because the noise window is not the linear difference between

the original and the transient/earthquake signal, I also investigate the waveform residuals and show

them in Figure 7.6 (d). In general, the amplitudes of the residual waveforms are small (about 10
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Figure 7.6: Application to continuous seismic data from an island station IU.POHA. (a) One‐month raw waveform from
IU.POHA; (b) Separated earthquake waveform; (c) Separated noise waveform; (d) Waveform residuals from subtracting
the separated earthquake and noise waveforms from the raw waveform. The yellow stars label the P wave arrivals, TauP
calculates with IASP91 velocity model150, of large earthquakes (M5.5+) between August 10, 2021, to August 20, 2021,
from the International Seismological Centre catalog provided by default by Obspy and IRIS FDSN event server.
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times lower than the ambient noise in the standard deviation of waveform amplitude, Fig.7.6 (c)) ex-

cept for some large residuals during large teleseismic events. Including more teleseismic earthquake

waveforms in the model training can potentially help to mitigate those large residuals, and I leave as

a future direction to explore.

7.3.1 Application to detecting earthquakes using STA/LTA trigger

I apply a recursive short-term-average (STA) to long-term-average (LTA) trigger method (STA/LTA)

to the continuous data9,313,343. This particular STA/LTA algorithm produces a decaying exponen-

tial impulse response, and that is sharper impulse than the original STA/LTA algorithm343. The

settings of the STA/LTA parameters are chosen from Trnkoczy 303 and also from trial-and-error

tests. The short time window length is set at 2.0 s, the long time window length is set to 60.0 s, the

on-threshold is 6.0, and the off-threshold is 2.0. Because I simultaneously run STA/LTA detection

on 3-component waveforms, I perform a coincidence trigger with a threshold of 2, which means

that a detection trigger occurs when the STA/LTA ratios of any of the two components exceed the

on-threshold.

The STA/LTA time series are a lot cleaner in the separated earthquake waveforms than in the

original seismograms (Fig.7.7), which is manifested in two aspects. First, the increased signal-to-

noise ratio of the separated earthquake waveforms improves the accuracy of the detection time auto-

mated by STA/LTA triggers. For the example shown in Fig.7.7, the arrival time cannot be correctly

picked in the raw data using automated STA/LTA thresholding detector (Fig.7.7 (a)). Nevertheless,

with the noise separated byWaveDecompNet, the event arrival can be easily detected, and the ac-

curacy of picking the first arrivals can be improved by about 15 seconds (Fig.7.7 (b)). Second, I can

detect many smaller signals (either smaller magnitude or more distant events) buried in the noise,

which is suggested by the increased number of coincidence triggers in the separated waveform, from

38 in the original time series to 1031 in the separated waveforms. The wavefield separation increases
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Figure 7.7: Example of STA/LTA detection algorithm: (a) original waveform, (b) separated earthquake waveform. (Top
panels) Recursive STA/LTA ratio from the waveform in the chosen window. Black solid and dashed lines indicate the
trigger thresholds on and off, respectively. (bottom panels) Red, blue and green lines indicate E, N, Z components.
Black crosses show the picks from STA/LTA. Gray vertical bars indicate the edges of the 1‐minute time windows when
applying WaveDecompNet. The inset figures show the zoom‐in waveforms within the boxes.
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the detection by a factor of 68 in the current STA/LTA settings. This ratio varies with the choice of

threshold, from 4 (1899 events vs. 478 events) for a coincidence threshold of 1 and 7 (147 events vs.

19 events) for a coincidence threshold of 3. Tuning the parameters of this detector is not the scope

of this study but would be necessary in the deployment of this algorithm in specific cases.

7.3.2 Application to ambient noise monitoring using single-station cross-

correlations

Single-station correlations are related to the zero-offset Green’s function61,62,83,272. Monitoring

phase changes in the single-station measurements have enabled the monitoring of changes in the

near-surface environment that occur during earthquakes316,336, volcanic unrest73, and to monitor

shallow hydrology136. Here, I do not attempt to verify that the single-station correlation is pro-

portional to the Green’s function. Instead, I evaluate the temporal stability of the single-station

cross-correlations.

I calculate all 9 components of the correlation tensor. I select 1-minute long windows, pad them

with zeroes from 600 samples to 2048 samples (204.8 s). I then follow the spectral method from

Viens et al. 317 to calculate the ambient noise single-station correlation function (ACF):

ACFij(t) = F−1(
âiâ∗j
|âi||âj|

), (7.2)

where i, j corresponds to components (E, N, and Z), âi is the Fourier transform of the i-component

waveform, ∗ represents the complex conjugate, F−1(·) is the inverse Fourier transform. I whiten the

amplitude spectrum using a running mean as in conventional processing30 | · | of 32 samples in the

frequency domain.

I sub-stack the correlations functions every 6 hours to evaluate their stability through time. I

show the causal part (positive lag) of correlation functions in different frequency bands: Low Fre-
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quency (LF) 0.1 - 1.0 Hz (Fig.7.8); Medium Frequency (MF) 1.0 - 2.0 Hz (Fig.7.9); High Frequency

(HF) 2.0 - 4.0 Hz (Fig.7.10). Each figure shows the single-station correlations from the original raw

waveforms and ones obtained from the separated waveform.

I also stack all of the correlations to form a reference stack, from July 31, 2021, to September 1,

2021. I calculate the correlation coefficient between each 6-hour stack and the month-stack ref-

erence waveform and show them in Figure 7.11. I use the stability of cross-correlation as a success

metric of ambient seismic noise recovery.

Because of transient earthquake signals in the raw waveforms, I can see large fluctuations (mostly

reduced amplitudes) in the correlation functions at all frequency bands, especially for the E-Z, N-

Z, Z-E, Z-N functions (Figs.7.8 - 7.10). These fluctuations in the correlation functions and drops

in their coherence arise from transient signals in the original time series. However, many of these

fluctuations disappear when using the separated noise signals to calculate the correlation functions.

Furthermore, some of the coda phases that are weak in the original correlation functions appear

clearly in the correlation functions built from the separated noise. These coda phases potentially

correspond to seismic wavespeed interfaces or discontinuity beneath the seismic station. With the

transient earthquake signals removed, WaveDecompNet can help constrain the velocity structure

underneath the seismic station. Additional work remains to be done to verify the nature of these

coda phases and whether they can be related to Earth structure.

As expected, the improvement on the correlation functions coherence is substantial (Fig.7.11).

As shown in Figures 7.8 - 7.10, the transient earthquake signals can break the coherence among cor-

relation functions, and lead to low correlation coefficients between each function and the reference

(see Fig.7.11). On the other hand, the correlation coefficients from separated noise mostly have sta-

ble values closer to 1, confirming the enhanced coherence of the cross-correlation functions from

continuous ambient noise data. I find that the coherence from separated noise drops in some time

windows (for example, day 1 - day 7 in Fig.7.11 (a) and day 24 - day 30 in Fig.7.11 (b)). This can
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Figure 7.8: Single‐station cross‐correlation and auto‐correlation functions filtered in the LF low frequency band (0.1 ‐
1.0 Hz) for the original raw waveforms (a) and the separated noise waveforms (b). Green dots show the P wave arrivals
of M5.5+ teleseismic earthquakes.
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Figure 7.9: Same as Figure 7.8 for the MF medium frequency band 1.0‐2.0 Hz.
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Figure 7.10: Same as Figure 7.8 for the HF high frequency band 2.0‐4.0 Hz.
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Figure 7.11: Coherence of the single‐station cross‐correlation and auto‐correlation functions at different frequency
bands (a) 0.1 ‐ 1.0 Hz; (b) 1.0 ‐ 2.0 Hz; (c) 2.0 ‐ 4.0 Hz. Blue lines indicate the coherence from the original waveforms,
orange lines indicate the coherence from separated ambient noise waveform. The coherence is quantified by the corre‐
lation coefficients between each 6‐hour averaged correlation function and the 1‐month averaged reference correlation
function. Green dots show the P wave arrivals of M5.5+ earthquakes in the month calculated using TauP in the IASP91
model.
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be possibly attributed to the poor reconstruction of the ambient noise signals. I also notice that for

some components, the separated noise does not improve the coherence at all, for example, the N-Z

component in MF (Fig.7.11 (b)) and Z-E component in HF (Fig.7.11 (c)). Further study is needed

to understand these less-dominant issues in ambient noise applications.

7.4 Conclusion andDiscussion

I develop a machine-learning-based model, WaveDecompNet, to separate earthquake and ambient

noise signals from raw seismic data. I combine the STEAD and local ambient noise to form a suffi-

cient overall data set to train and test WaveDecompNet. My network consists of three parts: one en-

coder branch, two decoder branches, and two bottlenecks. I systematically explore the performance

of models using different types of bottlenecks, and I find the network using LSTM bottleneck has

the best performance. Next, I test how well my network can be applied to observed continuous

data. I apply the trained model directly to a 1-month continuous seismic data at IU.POHA and

successfully separate the corresponding earthquake and noise signals, except for the long-duration

teleseismic signals. Next, I apply an automated transient detector (STA/LTA) and an established

ambient-noise seismology monitoring method to the separated earthquake and noise signals, re-

spectively. My results show that the quality of both separated earthquake and noise signals has been

improved significantly. With the sameML filter, I can obtain more STA/LTA triggers and a highly

coherent ambient-noise correlation function.

However, there are some limitations to my current method. First, it only includes waveforms

from local earthquakes (< 350 km). The lack of teleseismic waveforms, especially those from large

earthquakes, leads to the poor performance of WaveDecompNet when handling the time windows

with teleseismic earthquake waveforms. While I extract the general patterns of the teleseismic earth-

quake waveforms correctly, there remain large residuals in the ambient noise waveforms and residual
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waveforms. Second, I only include the local noise from a single island station, IU.POHA. I also test

with other stations from the Hawaiian Volcano Observatory and find the network trained from

IU.POHA can still successfully separate the earthquake, but the coherence of ambient noise wors-

ens, and there are more waveform residuals. Therefore, a good direction to improve the network

performance is to include additional and different types of data. For example, I can include teleseis-

mic data for better separation of earthquake waveforms, and I should also include the ambient noise

waveforms from other stations and regions for a specific regional or global ambient noise study.

Future developments may involve the integration of multiple stations. The combination of mul-

tiple stations to combine the automated triggered events help reduce the false (non-tectonic) detec-

tions. It also helps locate the event and build a more complete earthquake catalog. Furthermore, a

modification of the network to add more stations may help improve the stability of the inter-station

cross-correlations, which in turn can be used for better Earth imaging.

7.5 Data and resources

The continuous seismic data from IU.POHA (IU: doi:10.7914/SN/IU) are downloaded using

Obspy (available at https://github.com/obspy/obspy/wiki). PyTorch machine learning frame-

work (https://pytorch.org) is to build and train the network. The module of self-attention

bottleneck is based on Chapter 10.5 of the online book “Dive into Deep Learning” (available at

https://d2l.ai/index.html). All the codes to reproduce this work are hosted on Github at https:

//github.com/yinjiuxun/WaveDecompNet-paper, WaveDecompNet is hosted on https://github.

com/yinjiuxun/WaveDecompNet.
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8
Conclusion

During my Ph.D., I worked on several different projects on earthquake seismology with my advisor

Marine Denolle and other collaborators. I contributed by developing various tools and solving a

few long-existing scientific questions in earthquake seismology. I hope my Ph.D. research can have a

significant long-term impact on the earthquake science community.

In Chapter 2 and Chapter 3, I developed innovative observational methods to constrain the

earthquake kinematics and dynamics better. My methodologies are an attempt to bridge kinematic
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observations with earthquake dynamics. I applied my observational method to the 2015 Illapel,

ChileMw8.3 earthquake as a specific case study. I found a distinct evolution of the low-frequency

radiation compared to the high-frequency radiation. Low-frequency radiation is not surprisingly

more prominent in large earthquakes and appears consistently shallower than high-frequency ra-

diation. This is called depth-frequency relation and has been observed during many large megath-

rust earthquakes. I also reviewed a few possible mechanisms, either from pre-stress, fault geometry,

and/or friction, that can explain the depth-frequency relation.

In Chapter 4, I showed the physical interpretation of back-projection (BP) images through the-

oretical study. The Back-projection method is widely used to recover the rupture image of a large

earthquake. I built a theoretical formulation of the linear BP algorithm to show that the BP image is

indeed related to the slip motion on the fault, granted a spatial smoothing. Furthermore, I proposed

a resolvability parameter, which can help quantify the resolution of BP methods better. Finally,

I construct a relation between resolvable area and seismic frequencies. Given the scaling of earth-

quake size with source length, my analysis provides simple guidelines to the lower bounds of seismic

frequencies required to image details of the source provided earthquake magnitude.

In Chapter 5, I managed to explain the ubiquitous depth-frequency relation observed during

most megathrust earthquakes. Global databases of BP images show a systematic depth variation of

the frequency content in source radiation. It is a recurring pattern among most moderate-to-large

subduction zone earthquakes. I find that the inclusion of Earth’s free surface is sufficient to explain

this ubiquitous observation through dynamic rupture simulation. I propose that the dynamics

of shallow rupture are dominated by free-surface effects that are, in turn, the first-order factor in

explaining the depth-frequency relation. The second-order effect is the evolution of earthquake

rupture in a realistic velocity structure. The presence of anomalously low VS, relative to VP, also

impacts the rupture behavior that further enhances seismic radiation’s depth-dependence.

Except for the detailed rupture process of the largest megathrust earthquakes, we further studied
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the earthquake source time functions (STFs) in Chapter 6. We developed different metrics to ex-

tract physical information from STFs in the SCARDEC database, including Gaussian-subevent de-

composition (GSD) and dynamic time warping (DTW). We apply GSD to analyze earthquake STFs

and their subevents. We find that large earthquakes have more subevents than small earthquakes,

and the subevent moment scales with the main event moment with a power exponent of about 0.8.

We also apply DTW to cluster many earthquake STFs into different complexity groups based on

the similarity of their general shapes. We find the patterns of STF shape complexity correlate with

different source parameters such as depth, duration, focal mechanism, scaled energy. Through dy-

namic rupture simulation, we show that simulations with spatially uniform fault parameters fail to

produce subevents. Introducing a range of heterogeneity levels in the pre-stress yields similar results.

We also find that the frictional parameterDc affects the proportions of different complexity groups.

Comparing the diversity in the STF complexity from the SCARDEC database to that from the sim-

ulated STF, we suggest that small values ofDc are viable explanations for the distribution between

simple and complex events.

In the last Chapter 7, I develop a new auto-encoder network to separate transient earthquake

signals from ambient noise signals directly in the time domain for 3-component seismograms. I ex-

plore different network architectures and find that the long-short-term-memory (LSTM) bottleneck

outperforms other bottleneck structures. Finally, I evaluate the performance of my network in the

actual application by applying the trained network to separate earthquake and noise signals for the

continuous seismic raw data at an island station IU.POHA onHawaii. I use STA/LTA and autocor-

relation to the separated earthquake and noise signals, respectively. My results show that the quality

of both separated earthquake and noise signals has been improved significantly. The promising re-

sults show that my developed encoder-decoder network for the separation of earthquake and noise

signals can substantially help to improve the quality of seismic data, especially for those stations

installed in noisy environments such as ocean islands or ocean bottom.
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Supplementary materials for Chapter 4,

“Relating teleseismic backprojection images

to earthquake kinematics”

In this Appendix, the supplementary figures for Chapter 4, “Relating teleseismic backprojection

images to earthquake kinematics”, are provided.
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Figure A.1: One example of the kinematic source used in this study and its relevant source parameters: (a) coseismic
slip distribution; (b) rupture velocity distribution; (c) rise time distribution; (d) Onset time distribution; (e) moment rate
function (source time function); (f) moment acceleration (time derivative of the source time function) and (g) source
spectrum and the best‐fit Brune type model.
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Figure A.2: Waveforms recorded by the arrays near the nodal plane of focal mechanism (Toward2 and Away2 arrays).
For each array, both the original waveforms (same as Fig.2 (b) in the main text) and the waveforms after amplitude
normalization by their maxima are shown here. The normalized waveforms here more clearly indicate the secondary
polarity flipping caused by rupture propagation, which is also highlighted by the arrows.
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Figure A.3: (a) Spatiotemporal evolution of Linear BP peaks (circles) from Away1 array compared with slip rate peaks
(diamonds) and onset time distribution (background image) from the kinematic model. Color corresponds to both the
peak time and onset time. Red star indicates the epicenter of the kinematic model. (b) same as (a) but for the CSBP
peaks. (c) Distance from the BP peaks to the epicenter varying with time. The black bold line shows the linear fitting for
the slip peaks while the black dashed line corresponds to the linear fitting for the BP peaks. Color of symbols and x‐axis
both indicate the peak time. (d) Same as (c) but for the CSBP peaks.
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Figure A.4: BP image (blue images) in each sub‐frequency‐band from Away1 array compared with the corresponding
filtered slip rate distribution (red thick contours correspond to 10% of maximum amplitude while pink thin contours
correspond to 1% of maximum amplitude) from the same kinematic source shown in Fig.3.

200



Figure A.5: The variation of resolvability εI for all the available arrays within the teleseismic distance range to (a) IDN1
(Java) and (b) IDN2 (Sumatra) regions in a broad frequency band from 0.1 to 15 Hz.
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Figure A.6: The spectral falloff of the BP peak amplitude for the kinematic source model from (a) Towards1 array; (b)
Towards2 array; (c) Away1 array and (d) Away2 results. Crosse‐lines show the BP peak amplitudes at the corresponding
frequency in each time step that indicated by line colors. Black curves indicate the total BP peaks, which are used to
normalized the BP images, during entire rupture at each frequency.
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Figure A.7: Calculated resolution matrices and their corresponding array response at the center (248th column of the
resolution matrices): (a) and (d) from travel time without perturbation; (b) and (e) from systematically perturbed travel
time; (c) and (f) from randomly perturbed travel time.
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Figure A.8: Comparison between the Linear BP image (blue images) with the CSBP results (yellow contours correspond
to 20% of maximum CSBP amplitude) in each frequency band.
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Figure A.9: (a) Resolution matrix of the Hi‐net array towards the IDN2 (Sumatra) region. It is same as that in Fig.1 (b)
in the main text. (b) The corresponding resolution matrix calculated from the HyBP for the same configuration (Hi‐net
to IND2). Both resolution matrices are normalized to their maximum element. (c) and (d) show the corresponding array
response at the same source location indicated by the red dashed lines in (a) and (b).
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Supplementary materials I for Chapter 5

“The Earth’s surface controls the

depth-dependent seismic radiation of

megathrust earthquakes”

In this Appendix, the supplementary figures for Chapter 5 “The Earth’s surface controls the depth-

dependent seismic radiation of megathrust earthquakes”, are provided. Text S1 presents detailed

information about dynamic rupture modeling. The model setup details include model setting,

friction, initial stress, and software information. I also show other supplementary figures mentioned

in Chapter 5 here.

B.1 Text S1. Details on the dynamic rupture simulations

B.1.1 Model setting

The simulation domain is a semicircle domain with a radius of 350 km and centered at X = 150

km, Y = 0 km, and a traction-free surface. The simulation domain consists of 1) a near-source, small

grid-size, rectangular structure of dimension 270 km× 50 km (black box area in Fig.B.1 (a)), and 2)

a far-source homogeneous half-space (Fig.B.1).
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Figure B.1: Domain of dynamic simulations. (top) The near‐source region with various model settings: Blue and yellow
lines indicate the free surface and dynamic fault, respectively. The colormap shows the P wave velocity from Miura
et al. 213 . The star indicates the hypocenter of simulated megathrust earthquakes. (bottom) Entire simulation domain:
The red semicircle indicates the domain boundary with absorbing conditions. The unstructured mesh is shown in white
on top of the simulation domain.
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In the near-source region, I test different structural settings: a planar fault embedded in a homo-

geneous velocity structure and flat topography (Model 1 andModel 15); a curved fault embedded in

a homogeneous velocity structure and flat topography (Model 2 andModel 16); and a curved fault

embedded in a homogeneous velocity structure and realistic topography (Model 3 andModel 17).

The rest of the models use a curved fault embedded in heterogeneous velocity structure and realistic

topography. I use the P-wave velocity model directly from tomography213. I use the empirical rela-

tion of Brocher 43 to calculate density from the VP values, ρ = 1.74(VP)
0.25. The S-wave velocity

VS is calculated from a VP/VS ratio structure. For most of the simulation domain, I fix the VP/VS

ratio constant of
√
3 ≈ 1.73, assuming a Poisson medium. For specific regions detailed as the blue

outlined region in Fig.5.3 (b) (also see Fig.B.2), I raise the VP/VS ratio to the following values: 1.83

(Models 8 and 22), 1.94 (Models 9 and 23), 2.04 (Models 10 and 24), 2.14 (Models 11 and 25), 2.24

(Models 12 and 26), 2.34 (Models 13 and 27), and 2.45 (Models 14 and 28). For other heteroge-

neous models, the VP/VS ratio is fixed constant
√
3 ≈ 1.73 (Models 4-7 andModels 18-21). Finally,

I can get the shear modulus μ = ρV2
S .

For the homogeneous models in the far-source region, I haveVP = 6.93 km/s andVS = 4

km/s, which are the same as those in the near-source region of Models 1-3 and 15-17. For the het-

erogeneous models,VP = 8.30 km/s is chosen as the maximum P wave velocity in the model of

Miura et al. 213 andVS = 4.79 km/s, corresponding toVP/VS ratio=
√
3. To avoid strong wave

reflections from sharp velocity contrasts between the two simulation domains, I set a 5-km wide

transition zone with a smooth gradient in the velocity values from the near-source to the far-source

regions. At the boundaries of the simulation domain, I set the traction-free boundary condition on

the top surface (blue line in Fig.B.1), and absorbing boundary conditions along the borders of the

semicircle domain (red line in Fig.B.1).

As a benchmark case for the free-surface effects, I also run one model in a homogeneous full-

space (no free surface, Model 29, also referred to as Full in the main text). The simulation domain
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of the full-space model is a sufficiently large circular domain with the same radius of 350 km, and

an absorbing boundary condition encloses the entire domain. The same curved fault is embedded

in the center of the simulation domain, and all other model parameters are kept identical to the

homogeneous half-space model.

B.1.2 Friction

I use a linear slip weakening friction for most of my simulations (except Models 4-6 and 18-20).

The parameters of linear slip weakening are constant from the surface down to 40 km depth (static

friction coefficient μs = 0.677; dynamic friction coefficient μd = 0.2; the critical slip of slip weak-

eningDc = 0.4 m. Below 40 km, I increase the dynamic friction coefficient to 0.99 to force the

termination of the rupture. While the focus of this study is not to explore all frictional relations,

I test several different friction relations above 10.8 km depth (at the base of the frontal prism) to

be slip neutral/stable (μs = μd = 0.677 above 10.8 km depth, Models 4 and 18) or slip harden-

ing/strengthening (μs = 0.677, μs < μd = 0.85 andDc = 2 m above 10.8 km depth, Models 5

and 19). Finally, I include a model with the same lab-based exponential slip weakening proposed by

Murphy et al. 225 in Models 6 and 20. I use the same relations (See their equations (1) and (2)) to set

up the stress and frictional parameters.

B.1.3 Initial stress

In my simulations, the effective normal stress σ̄n is reduced from the fault normal stress σL due to

pore pressure p, σ̄n = σL − p. Because of the relatively low dip angle of the fault, I approximate the

normal stress σL as the lithostatic stress that is calculated based on the density structure ρ(x, h) of

each model: σL(x) =
∫ h0
hslab

ρ(x, h)gdh, where hslab and h0 are the depths of slab surface and top free

surface, g is the gravitation constant. I use the fluid pressure ratio λ to quantify the pore pressure:
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p = λσL. This quantification is introduced by Hubbert & Rubey 130 and has been used in many

previous studies225,186. Finally, I assume the effective normal stress σ̄n is bounded at 40MPa, at

which the over-pressurized pore pressure becomes lithostatic256, and this is similar to the settings in

Lotto et al. 186 . In this study, I mainly vary λ for the stress setting variations of models and include

cases of λ = 0.9 and λ = 0.7. This parameter controls how pore pressure varies along the depth

and where the pore fluid becomes lithostatic (see Fig.5.3 (c) in the Chapter 5).

I assume a relatively low initial shear stress τ0 on the fault and calculate it using the seismic S ratio

(Fig. 2c), which is used to measure how close the initial stress is to the level of failure71:

S =
τs − τ0
τ0 − τd

= 2.77, (B.1)

where τs = σ̄nμs and τd = σ̄nμd are the static friction (yielding stress) and dynamic friction, respec-

tively. This high seismic S ratio is set to avoid the unwanted supershear rupture that arises from high

initial stress and resulting high dynamic stress drop17,86. Finally, I use over-stress nucleation to start

the spontaneous dynamic rupture for all models. I increase the initial shear stress to 1.016τs within

a 2-km patch on fault centered at a depth of 20 km (Fig.5.3 (c)). The only exceptions are the models

with exponential slip weakening friction (Models 6 and 20). I have to set a larger nucleation zone of

about 14 km to nucleate megathrust rupture successfully. I have checked the results of those models

(Models 6 and 20) and can assure that this large nucleation patch has negligible effects on the later

dynamic rupture process.

B.1.4 Numerical solver

The entire domain is discretized with unstructured mesh using software CUBIT (https://cubit.

sandia.gov/, the mesh script is written based on Huang et al. 129). To determine the element grid

size, I estimate the corresponding cohesive zone size Λ0 based on Palmer & Rice 242 : Λ0 =
9π
32

μ
(1−ν)

Dc
(τs−τd)

,
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Figure B.2: Corresponding S wave velocity from different settings of VP/VS ratios: (a) VP/VS = 1.73; (b) VP/VS = 1.84;
(c) VP/VS = 1.94; (d) VP/VS = 2.04; (e) VP/VS = 2.14; (f) VP/VS = 2.24; (g) VP/VS = 2.34; (h) VP/VS = 2.45.
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Figure B.3: Comparisons between slip‐rate functions with (blue) or without (red) normal stress regularization after the
Gaussian time window smoothing, extracted at different depths: (a) 9.04 km; (b) 12.5 km; (c) 26.2 km and (d) 45.1 km.

where ν = 1
2
(VP/VS)

2−2
(VP/VS)2−1 is the Poisson’s ratio. For the homogeneous modelVP = 6.93 km/s,

VP/VS =
√
3 and τs − τd = 40MPa, the corresponding cohesive zone size Λ0 = 1114.4 m. For

the heterogeneous model, I take the case ofVP = 4 km/s,VP/VS = 2.45 and τs − τd = 8MPa as a

representative lower bond estimation, which gives the cohesive zone size Λ0 = 1012.6 m. Based on

the estimation of the cohesive zone size, I set the element grid size dl = 500 m< Λ0/2 in the source

domain (Fig.B.1) to ensure sufficient numerical resolution72. Accordingly, the frequency resolu-

tion is determined by dl and the minimum S wave wavelength. I require at least n = 4 grids within

the minimumwavelength, so I can estimate the maximum resolvable frequency of my simulations.

This varies for different models. For the models with homogeneous velocity structure (Models 1-

3, 15-17),VS = 4 km/s and the maximum frequency I can resolve is f = VS/4dl = 2 Hz. For

the models with heterogeneous velocity structures, the maximum resolvable frequency varies with

minimumVS. The minimum shear wave speed in all the velocity models is 0.6 km/s, correspond-

ing to f = min(VS)/4dl = 0.3 Hz. In my results, I will interpret radiation below this maximum

frequency.

I use the 2D spectral element-based code SEM2DPACK14 (available at https://github.com/

jpampuero/sem2dpack, last accessed on 06/08/2021) to solve for the dynamic rupture. This code
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has been well validated and applied in some previous studies125,129 to simulate the megathrust earth-

quakes as well as the wave fields.

In most of my simulations, I include the realistic velocity models, which have significant ma-

terial contrasts in the downdip regions (Fig.5.3 (b) or Fig.B.2). The material contrasts can lead to

ill-posedness in the numerical solution and regularization is needed63. As proposed by Rubin &

Ampuero 263 , Ampuero & Ben-Zion 15 , Huang 124 , the material contrasts can cause normal stress

perturbation during dynamic rupture. They suggest using a regularization σ̇∗ = V∗

Dσ
(σ− σ∗) to force

the normal stress to evolve continuously. σ and σ∗ are the actual normal stress and the regularized

normal stress (referred to as an “effective” normal stress but here I use “regularized” to differenti-

ate from the one related to pore pressure). The reference velocityV∗ and slip distanceDσ are the

two constitutive parameters. In my simulations, since I are focusing on the fault slip within the fre-

quency band below 0.3 Hz, I apply a 1-s-long Gaussian window to smooth out the numerical noise

in the slip rate functions. I compare models processed by different schemes and find that the slip-

rate functions are almost indistinguishable (Fig.B.3).
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Table B.1: Range in VP values in the downgoing slab low velocity zone LVZ (VLVZ) and in the overhanging continental
crust (Vcont) for various subduction zones.

Subduction zone Reference VLVZ (km/s) Vcont (km/s)
Alaska Ye et al. 356 4.9 - 5.1 4.6 - 5.1
Antilles Kopp et al. 165 5.5 - 6.0 6.5 - 8.0
Cascadia Horning et al. 120 4.0 - 4.5 4.5 - 6.5
Chile 1 Contreras‐Reyes et al. 65 3.5 - 4.8 5.5 - 6.0
Chile 2 Scherwath et al. 273 4.5 - 5.0 5.0 - 7.0
Chile 3 Moscoso et al. 215 4.5 - 6.0 6.0 - 6.9
Chile 4 Contreras‐Reyes et al. 64 4.0 - 5.0 5.5 - 7.0
Costa Rica 1 Walther et al. 323 5.5 - 6.0 5.7 - 8.3
Costa Rica 2 Sallarès et al. 269 5.0 - 6.3 5.9 - 7.2
Costa Rica 3 Zhu et al. 369 3.0 - 4.0 4.5 - 6.0
Costa Rica 4 Martínez‐Loriente et al. 200 4.0 - 5.0 4.0 - 6.5
Ecuador 1 Graindorge et al. 104 5.0 - 6.0 6.0 - 6.7
Ecuador 2 Gailler et al. 101 4.5 - 6.0 4.5 - 6.5
Ecuador 3 Agudelo et al. 4 4.5 - 6.0 6.0 - 7.0
Izu Bonin Takahashi et al. 294 4.7 - 6.4 5.7 - 7.4
Java 1 Planert et al. 250 3.0 - 4.5 5.0 - 7.6
Java 2 Shulgin et al. 287 5.0 - 6.0 5.0 - 7.5
Kuril Nakanishi et al. 229 4.5 - 6.0 6.0 - 8.0
Nankai Trough 1 Kodaira et al. 162 5.2 - 5.8 5.2 - 6.7
Nankai Trough 2 Nakanishi et al. 230 4.2 - 5.4 5.0 - 6.8
New Zealand Bassett et al. 28 4.9 - 6.3 6.8 - 8.5
Nicaragua 1 Walther et al. 323 5.5 - 6.9 5.9 - 8.3
Peru 1 Hampel et al. 110 4.5 - 5.0 4.2 - 5.5
Peru 2 Krabbenhöft et al. 169 4.0 - 6.1 5.7 - 6.5
Ryukyu Nishizawa et al. 233 5.0 - 6.0 5.0 - 7.0
Sumatra Klingelhoefer et al. 158 5.0 - 6.0 5.0 - 8.0
Solomon Miura et al. 212 5.0 - 6.3 5.3 - 6.9
Taiwan Klingelhoefer et al. 157 5.5 - 6.0 4.5 - 7.0
Tohoku Miura et al. 213 5.5 - 6.6 5.5 - 8.0
Tonga 1 Contreras‐Reyes et al. 66 5.5 - 6.5 6.0 - 7.5
Tonga 2 Bassett et al. 27 3.8 - 4.5 4.5 - 7.9
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Figure B.4: Comparison between the LF BP centroid depth from GSN and HF BP centroid depth from (a) NA array; (b)
AU array; (c) EU array and (d) three‐array‐average for the deep earthquakes (70 ‐ 700 km) in the IRIS back‐projection
database.
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Figure B.5: Data and back‐projection results of the Mw 9.0 2011 Tohoku‐oki earthquake. (a) Teleseismic P wave velocity
seismograms filtered in the LF band (0.05 ‐ 0.5 Hz) and the corresponding TA array distribution (blue triangles to the
right and the red star indicates the location of the epicenter). The aligned waveforms recorded by the array are shown
by the red‐to‐blue image and the stacked waveform is also shown on top of the image. (b) Same as (a) but for the
teleseismic P wave velocity seismograms filtered in the high‐frequency band (0.5 ‐ 1 Hz). (c) imCS‐BP results in the
low‐frequency band (0.05 ‐ 0.5 Hz): the circles indicate the energy bursts, their colors correspond to the time of the
burst since the onset of the earthquake, and their sizes are proportional to the amplitude power of energy bursts. The
purple cross indicates the location of the epicenter. (d) The imCS‐BP results in the high‐frequency band (0.5 ‐ 1 Hz) and
the symbols have the same meanings as (c).
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Figure B.6: Data and back‐projection results of the Mw 7.9 2015 Gorkha earthquake. (a) Teleseismic P‐wave velocity
seismograms filtered in the low‐frequency band (0.05 ‐ 0.25 Hz). (b) Same as (a) but for the teleseismic P‐wave velocity
seismograms filtered in the high‐frequency band (0.25 ‐ 1 Hz). (c) imCS‐BP results in the low‐frequency band (0.05 ‐
0.25 Hz). (d) imCS‐BP results in the high‐frequency band (0.25 ‐ 1 Hz) and all other symbols have the same meanings as
Fig. B.5.
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Figure B.7: Data and back‐projection results of the Mw 8.3 2015 Illapel earthquake. (a) Teleseismic P‐wave velocity
seismograms filtered in the LF band (0.05 ‐ 0.5 Hz). (b) Same as (a) but for the teleseismic P‐wave velocity seismograms
filtered in the high‐frequency band (0.5 ‐ 1 Hz). (c) imCS‐BP results in the low‐frequency band (0.05 ‐ 0.5 Hz). (d)
imCS‐BP results in the high‐frequency band (0.5 ‐ 1 Hz) and all other symbols have the same meanings as Fig. B.5.
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Figure B.8: Model settings of the five small megathrust earthquake models. (a) Stress/strength distribution along the
slab (in X coordinate): the black dotted line and dashed line show the dynamic friction τd and static friction τs, respec‐
tively. Colored lines indicate the initial shear stress τ0 for earthquakes nucleated at different depths: red ‐ 30.0 km;
blue ‐ 25.9 km; green ‐ 21.7 km; purple ‐ 17.6 km; orange ‐ 13.4 km. (b) Simulation domain for a homogeneous medium
with planar slab geometry and flat topography for the small rupture models. The colored stars indicate the location of
nucleation/hypocenters of the small earthquakes.
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Figure B.9: Space‐time plot of the slip histories for all small earthquake models nucleated at different depths measured
by distance from trench (depth): (a) distance = 126.5 km / depth = 30.0 km; (b) distance = 102.0 km / depth = 25.9 km;
(c) distance = 76.9 km/ depth = 21.7 km; (d) distance = 52.4 km / depth = 17.6 km and (e) distance = 27.2 km / depth =
13.4km. The slip‐rate functions at different points are also shown in colored lines.
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Figure B.10: Results of the spectral content of the slip‐rate function extracted at individual point every 10 km along
dip: (a) corner frequency fc; (b) spectral falloff rate n; (c) HF/LF power ratio of slip acceleration. Yellow bars indicate the
location where rupture is nucleated.
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Figure B.11: Results of the spectral content of the slip‐rate functions averaged over 10‐km subfault along dip: (a) corner
frequency fc; (b) spectral falloff rate n; (c) HF/LF power ratio of slip acceleration. Yellow bars indicate the location
where rupture is nucleated.
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Figure B.12: Results of a mode‐III (anti‐plane) rupture model on a vertical fault intersecting the free surface in a ho‐
mogeneous medium. Fault length is 25 km, and the rupture is nucleated at 12.5 km depth with over‐stress nucleation.
Other model parameters are: VP=6.9 km/s,VS=4.0 km/s,Dc=0.4 m, μS=0.677, μD=0.2, σ̄n=40 MPa. (a) ‐ (b) Slip‐rate
function and slip‐rate spectrum at different depths. (c) ‐ (e) Along‐depth variation of corner frequency fc, spectral falloff
rate n and HF/LF power ratio of slip acceleration.
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Supplementary materials II for Chapter 5

“The Earth’s surface controls the

depth-dependent seismic radiation of

megathrust earthquakes”

In this Appendix C, I provide details about all simulation settings and results of each model of

Chapter 5, including the model parameters ((a) structures, (b) stress, (c) friction), simulations re-

sults ((d) - (g)) and the fitting of spectral parameters ((h) corner frequency fc and spectral falloff rate

n).

Caption of the figures. Each figure contains 8 subfigures to showmodel settings and results. (a)

The structure of model: topography, fault geometry, P wave velocity. The blue outlined region (if

any) indicates the region where I set the VP/VS ratio to the given value. (b) Initial stress distribu-

tions along depth (black line: initial shear stress τ0; gray line: initial effective normal stress σ̄0. (c)

Parameters of used friction law along depth: upper X-axis shows the friction coefficients (red dashed

line: dynamic friction coefficient μd; red solid line: static friction coefficient μs), bottom X-axis

shows the critical slipDc in black line. (d) Space-time evolution of the rupture (in blue colormap)

and of selected points on the fault (black lines), including the one at the trench/surface (thick black

line). Gray and red lines show the updip- and downdip-propagating rupture front, respectively. I
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estimate the rupture velocity by linear fitting the location and time of rupture front. Light purple

lines (if any) indicate the super-shear rupture front triggered by free surface and shallow compliant

structures. (e) Slip-rate functions at each fault segment, aligned to their onset time (when rupture

front arrives). The location of the fault segment center taken as the along-dip distance from the

trench is indicated by the gray colormap. (f) Normalized Fourier amplitude spectra corresponding

to the slip-rate functions shown in (e). The same color scheme is used to indicate the fault segment

location. (g) moment-rate density function averaged along the entire fault. (h) The along-dip best-

fit spectral parameters of the spectra in (f) as well as its 95% confidence interval. The right Y-axis

shows the corner frequency fc in red. The left Y-axis shows the spectral falloff rate n in blue.

227



Figure C.1: Model settings and simulation results of model 1.
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Figure C.2: Model settings and simulation results of model 2.
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Figure C.3: Model settings and simulation results of model 3.
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Figure C.4: Model settings and simulation results of model 4.
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Figure C.5: Model settings and simulation results of model 5.
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Figure C.6: Model settings and simulation results of model 6.
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Figure C.7: Model settings and simulation results of model 7.
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Figure C.8: Model settings and simulation results of model 8.
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Figure C.9: Model settings and simulation results of model 9.
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Figure C.10: Model settings and simulation results of model 10.
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Figure C.11: Model settings and simulation results of model 11.
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Figure C.12: Model settings and simulation results of model 12.
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Figure C.13: Model settings and simulation results of model 13.
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Figure C.14: Model settings and simulation results of model 14.
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Figure C.15: Model settings and simulation results of model 15.
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Figure C.16: Model settings and simulation results of model 16.
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Figure C.17: Model settings and simulation results of model 17.
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Figure C.18: Model settings and simulation results of model 18.
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Figure C.19: Model settings and simulation results of model 19.
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Figure C.20: Model settings and simulation results of model 20.
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Figure C.21: Model settings and simulation results of model 21.
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Figure C.22: Model settings and simulation results of model 22.
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Figure C.23: Model settings and simulation results of model 23.
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Figure C.24: Model settings and simulation results of model 24.
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Figure C.25: Model settings and simulation results of model 25.
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Figure C.26: Model settings and simulation results of model 26.
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Figure C.27: Model settings and simulation results of model 27.
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Figure C.28: Model settings and simulation results of model 28.
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Figure C.29: Model settings and simulation results of model 29.
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