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Abstract

The stability of the ice shelves that float at the fringes of Antarctica may be the key to determin-
ing the future of the Antarctic Ice Sheet (AIS) and its contribution to sea level rise. Fracture exerts
a fundamental control on the geometry of ice shelves and their ability to buttress the AIS. Yet our
understanding of rifts, the largest fractures in Earth’s ice, is limited by a lack of observations. We
explore the diverse range of fracture processes at ice shelf rifts by using seismic recordings, environ-
mental data, remotely-sensed measurements, and mechanical models to characterize the physics of
the rifting process. We first examine icequakes generated by fracture at a rift in the Ross Ice Shelf
and relate their timing to stresses imposed by changing air temperature and ocean tides. We then
shift our focus to the rapidly-accelerating Pine Island Glacier. We characterize dynamic flexure gen-
erated by fracture in the shear margin and at a gradually-propagating rift, and we find that rift prop-
agation is related to changes in ocean forcing and ice dynamics. Using seismic recordings and syn-
thetic aperature radar, we observe the fastest recorded episode of rift propagation, and we use a cou-
pled model of the fracture mechanics and hydrodynamics active during rifting to precisely explain
the observed rate of propagation. Finally, we present the results of an ongoing project that uses dis-
tributed acoustic sensing to characterize the dynamics of a fast-flowing glacier in West Greenland.
The work in this thesis provides a new level of detail in our observation of ice shelf rifts and repre-
sents a significant step towards better understanding their behavior and influence.
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0
Introduction

As Earth’s climate changes, complex interactions between the ocean, atmosphere, solid Earth,

and cryosphere will determine the future of human habitability across the planet. Warming of the

ocean and atmosphere induces melting across large portions of Earth’s ice, including floating ice in

the Arctic, glaciers in alpine mountain ranges, and the large ice sheets in Greenland and Antarctica,

with varied impacts that include elevated flooding hazard, reduced access to water resources, and sea
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level rise. The reduction in habitable coastal area generated by sea level rise is expected to cause loss

of human life, population displacement, economic crises, and geopolitical destabilization. Coastal

communities, which in total contain about 40% of Earth’s population, will bear the brunt of the

hazard generated by sea level rise, with impacts disproportionately distributed to low-income, disen-

franchised, and indigenous communities.

The distribution and magnitude of sea level rise depends on the total quantity and location of

ice loss, ocean bathymetry, and the viscoelastic response of the Earth’s crust and mantle. While the

physics of sea level are relatively well-understood, significant uncertainties exist in the response of

Earth’s cryosphere to warming1, contributing a high degree of uncertainty to predicted sea level rise

under various warming scenarios2. The majority of potential sea level rise is contained in Green-

land and Antarctica, which both host large ice sheets that directly contact the ocean at their margins.

As ocean and atmospheric warming progress, these ice sheets lose ice mass into the ocean through

melting and ice discharge into the ocean at marine terminating glaciers. While Greenland currently

makes the largest contribution to present sea level rise, the majority of potential sea level rise is over-

whelmingly contained within Antarctic ice.

In the Antarctic Ice Sheet (AIS) and a small portion of the Greenland Ice Sheet (GIS), many

coastal glaciers extend onto the ocean surface to form ice shelves. Ice flow across the grounding line

– the flotation point of the ice sheet – makes an immediate contribution to sea level rise, referred

to as ice dynamical loss, by displacing ocean water equivalent to the water mass stored in the newly-

floating ice. In equilibrium, meltwater runoff and ice dynamical loss from the AIS are balanced

by the inland accumulation of snow, keeping the mass of the AIS constant. However, the AIS has

been in a negative mass balance regime since at least the 1980s3, and continued warming of Earth’s

atmosphere and oceans is will only further drive the AIS into disequilibrium.

Because ice that flows across the grounding line makes an immediate contribution to sea level rise

by displacing an equivalent mass of ocean water, it follows that the melting of floating ice does not

2



contribute to sea level rise. In actuality, the melting of floating ice makes a very modest contribution

to sea level rise due to the difference in densities of saline ocean water and fresh water stored in float-

ing ice, equivalent to∼ 2.6% of the water volume displaced by floating ice4. If the mass associated

with melting ice shelves only minimally contributes to sea level rise, can ice shelves be ignored when

studying the response of the Antarctic ice sheet to climate warming? Can attempts to understand

the future of sea level focus entirely on the flow and melt of grounded ice?

It has long been theorized that ice shelves resist the flow of grounded Antarctic ice5,6,7. Ice shelves

experience a drag force along their entire contact surface with land, significant considering that ice

shelves exist predominantly within embayments. This includes ice shelf lateral margins, any bathy-

metric high points that contact the ice shelf base, and any islands that obstruct the forward flow of

ice. The drag force exerted along these contact surfaces resists the gravitational stress driving glacier

flow across the grounding line. In this way, ice shelves provide a backstress that buttresses the AIS

and limit the rate of ice dynamical loss. When ice shelves shrink in thickness or lateral extent, the

total backstress that regulates upstream flow speed is reduced. Simply put, ice shelf mass loss and dis-

integration enhance upstream ice flow and dynamical ice loss. This was definitively observed when

the 2002 collapse of the Larsen B ice shelf led to acceleration of the glaciers it once buttressed8,9.

Antarctic ice mass loss is dominated byWest Antarctica Ice Sheet (WAIS), a sector of the AIS

containing a potential 3.26-4.78 m contribution to global mean sea level10,11. Presently, ice loss

fromWAIS is concentrated in the Amundsen Sea Embayment, and the majority of ice loss within

the Amundsen sector comprises ice dynamical loss from Pine Island Glacier and Thwaites Glacier,

a pair of large glaciers that have been rapidly accelerating and thinning since first measured in the

1990s. In total, the Amundsen drainage basin contains a potential 1.2 m contribution to global

mean sea level12, and the rapid pace of mass loss suggests that the region may play a critical role in

determining Earth’s sea level in the next 500 years. The ice shelves that buttress Pine Island Glacier

(PIG) and Thwaites Glacier therefore regulate the dynamic mass loss and sea level contribution
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of the WAIS. As these ice shelves continue to shrink, ice loss fromWAIS is expected to continue

accelerating.

Furthermore, the proposed instability of marine ice sheets presents a possible mechanism for col-

lapse of the entire WAIS. Because the ice sheet is grounded below sea level, ice at the grounding line

is exposed to ocean water, which drives melting and thinning. Once ice at the grounding line thins

sufficiently, it begins to float, causing the position of the grounding line to retreat toward the ice

sheet’s interior. If the bed slopes upward toward the ice sheet’s interior, a retreating grounding line

will stabilize where the bed height exceeds the local sea level. If, however, the bed deepens toward

the ice sheet’s interior, a retreating grounding line will invariably expose deeper ice to ocean water

that drives melting, thinning, and successive grounding line retreat. This positive feedback may then

progress until the entire ice sheet collapses. Because WAIS is grounded below sea level on a progres-

sively deepening bed, scientists have theorized since the 1970s that WAIS may be in the early stages

of collapse induced by marine ice sheet instability13,14,6,15. However, the apparent unconditional in-

stability of the marine ice sheets with deepening beds is mitigated by ice shelf buttressing16,17, which

can prevent the unstable grounding line retreat predicted by simple models of marine ice sheet dy-

namics. For rapid collapse of the WAIS to progress as predicted in the most dire scenarios, then, the

disintegration of ice shelves that buttress large outlet glaciers like Pine Island Glacier and Thwaites

Glacier is a necessary precondition.

Because ice shelf buttressing modulates ice dynamical losses and mitigates the potential for ma-

rine ice sheet instability, accurately predicting the future behavior of the AIS requires understand-

ing the mechanisms of ice shelf mass loss. Ice shelves lose mass through basal melting and iceberg

calving, which both reduce the total area of the contact surface between shelf ice and bedrock,

thereby reducing buttressing.

Along the bases of floating ice shelves, cold ice contacts ocean water. The ocean water beneath

the ice shelf base can range in temperature from a few degrees above O°C or below O°C, possible
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due to the freezing point depression induced by salinity. The exact distribution of water temper-

ature beneath ice shelves remains largely unconstrained due to the extreme difficulty of direct dis-

tributed temperature measurements beneath ice shelves, but are likely determined by the complex

interplay of regional ocean currents, local thermohaline circulation, basal melt, and tidal mixing. In

the Amundsen Sea Embayment (ASE), ice shelf melt is primarily driven by the incursion of warm

Circumpolar DeepWater into the cavities beneath ice shelves. Circumpolar DeepWater is a mixture

of water from the Atlantic, Indian, and Pacific oceans, transported around the Earth between 40°S

and 60°S by the strong wind-driven Antarctic Circumpolar Current18,19. Circumpolar DeepWa-

ter is funneled towards the ASE by a series of glacially-carved bathymetric troughs and canyons that

transport warm water along the sea floor and into the cavities beneath the ASE’s ice shelves. The

resulting strong temperature stratification in the subshelf cavity is thought to drive circulation that

brings warm water to the grounding line and along the ice shelf base, generating basal melting that

thins the ice shelf and retreats the grounding line.

While the relative contribution of basal melt and calving in buttressing loss are approximately

equal20, basal melt is unlikely to cause rapid changes in ice shelf extent and buttressing. Calving and

fracture, on the other hand, can cause significant ice front retreat, buttressing loss, and ice shelf dis-

integration at a rapid pace. Understanding ice shelf stability therefore requires a robust understand-

ing of the fracture mechanisms that underlie calving. Emphasis has been placed on hydrofracture

due its implication in the retreat and collapse of ice shelves on the Antarctic Peninsula, including the

rapid disintegration of the Larsen B ice shelf, leading some authors to propose hydrofracture as the

primary mechanism of ice shelf retreat21,8,22. Yet virtually no observations of ice shelf retreat due to

hydrofracture exist beyond the Antarctic Peninsula, whose total volume of ice corresponds to only

0.24 m of global mean sea level rise23, an order of magnitude less than the total contribution of the

WAIS.

The largest icebergs are shed when through-cutting fractures called rifts propagate across ice
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shelves to create icebergs with areal extents ofO{1 − 10 × 103} sq km20, referred to as tabular

icebergs. Rifts often initiate in regions of concentrated shear stress and advect downstream on

timescales of years to decades before eventually propagating and calving tabular icebergs. Because

of the cyclic nature of rift initiation, propagation, and calving, rifting has typically been treated as a

steady, background calving process that maintains an equilibrium ice front position24,25,20 with lit-

tle bearing on the future of Antarctica’s ice shelves. Yet climate warming continues to push the AIS

into a state of disequilibrium with sweeping impacts on the behavior of the coupled cryospheric,

oceanic, atmospheric systems that act in concert to determine the future of the AIS. Recent obser-

vations suggest that the dynamics of rifting at Pine Island Glacier, long heralded as the Achilles heel

of the WAIS15, are responding to changes in ocean forcing, ice dynamics, and ice shelf geometry

by opening more frequently at new orientations that reduce buttressing and drive further accelera-

tion26,27.

Rifting remains a challenging physical process to observe. Many rifts in Antarctica’s largest ice

shelves, like Ross Ice Shelf, appear to be stable on decadal timescales with little or no extension since

their observation began. In contrast, rifts on highly dynamic ice shelves like Pine Island Glacier initi-

ate, propagate, and calve icebergs every few years. While remotely-sensed instruments can accurately

measure the large-scale flow of the AIS, the wide range of timescales over which rifts growmake re-

mote observation inherently challenging. Gradual rift propagation is readily measured by remote

sensing, but propagation on timescales less than the multi-day revisit interval of most satellite instru-

ments is inherently aliased in remotely sensed observations. Because the response of ice to stress is

dominantly elastic on timescales less than about 11 hours28, remotely sensed observations are un-

able to constrain whether rift propagation is an elastic or a plastic deformational process due to their

limited temporal resolution.

As a consequence, no consensus exists on the proper rheological treatment of rifts in models of

ice shelf evolution. Methods that employ linear elastic fracture mechanics (LEFM), continuum

6



damage mechanics, and flow-derived rift widening rates have all been used to model ice shelf rifts,

with individual models typically designed to simulate specific observed instance of rifting or to un-

derstand the general behavior of rifts. Despite years of progress, no unified method exists for mod-

eling the diverse range of rift behavior, due in large part to the challenges of observing rifting with

remote sensing and the extremely limited quantity of in-situ data that capture rift propagation.

Seismological instrumentation has successfully been employed to continuously monitor the elas-

tic wave emissions from rifts and observe their behavior on short timescales. Seismic records of grad-

ual and episodic rift propagation on a few of ice shelves show that large-scale rift growth is a result

of the accumulation of many individual brittle fracture events. Despite the promising results of rift

seismology, the demanding field campaigns and logistical complexity of instrument deployment

and data retrieval have limited the total number of ice shelf seismic studies. Indeed, the actively-

deforming and highly dynamic areas that seismic studies seek to target are the least accessible and

most hazardous. As a result, the geometry of ice shelf seismic arrays is invariably far from ideal. In-

struments are often clustered in only a small portion of the region of interest and are never deployed

frontward of a major rift because iceberg calving will render the data irretrievable. Because of the

unpredictable timing of major rifting events and the logistical complexity of ice shelf seismic deploy-

ments, no seismic studies have recorded the entire rifting and calving sequence of a major tabular

iceberg to date. Furthermore, seismic studies have been unable to capture any instances of truly

rapid rifting despite evidence that such events do occur.

Critical questions about the physics of rifting remain unanswered. Are rifts sensitive to environ-

mental stresses, or are they controlled solely by the background ice flow dynamics that drive ice shelf

extension? How do the ice shelves move and flex in response to rifting? Do rifts propagate through

brittle fracture? How quickly can rifts propagate? Do rifts present a mechanism of rapid ice shelf

collapse and loss of buttressing?

In this thesis, I present the results of my work using seismic data to characterize a diverse range of
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fracture process at ice shelf rifts to answer the questions posed above. I augment analyses of seismic

data using a diverse range of data types including weather station data, GPS data, satellite optical

imagery, and satellite synthetic aperture radar (SAR) data. By synthesizing all available data recorded

near each study site during the time periods of interest, I relate the seismically-observed rift processes

to environmental phenomena and ice dynamics. Whenever possible, I develop simple mechanical

models to test hypotheses about rift processes and aid in drawing inference from observations. In

this way, I seek to advance human understanding of the interconnected web of processes that con-

trol Antarctic ice shelf rifting and the tenuous balance of the Antarctic Ice Sheet.

In the first chapter, I monitor fracturing at a stagnant rift in the Ross Ice Shelf. I show that even

stagnant rifts are subject to considerable fracture that manifests in thousands of tiny icequakes that

radiate seismic energy across the ice shelf. I show that the rift at the focus of the study is sensitively

coupled to environmental stresses arising from seasonal temperature change and ocean tides, but

not from ocean wave activity.

In the second chapter, I analyze the seismic signatures of fracture on Pine Island Glacier ice shelf.

I find that fracture at the shear margin and a gradually-propagating rift excites flexural gravity waves,

a type of wave that propagates due to interactions between ocean surface displacement and ice shelf

bending. I present the first record of the icequake sequence leading up to a major tabular calving

event, finding that elevated rift fracture beginning months prior to calving corresponds to a phase

of increasing ice speed and basal melt. These results suggest that rift seismicity may be a precursor

to calving and highlight the coupled nature of rifting, ice dynamics, and ocean forcing. Finally, I

use a model of flexural gravity wave propagation to infer the source characteristics of the forces that

generate the recorded seismicity, offering constraints on the size and speed of the individual brittle

fracture events that cumulatively result in large-scale propagation of the rift.

In the third chapter, I present observations of the fastest known episode of rift propagation. Us-

ing seismic and SAR data, I identify 10.5 km of rift propagation that occur in a matter of minutes
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at an average rate of approximately 35 m/s, showing conclusively that rifts can open through rapid

brittle fracture. Then, I derive a novel coupled model of rift fracture and ocean water flow, finding

that the speed of rapid rifting is hydrodynamically limited. In this work, I characterize an new class

of rift propagation behavior, representing a significant advancement in understanding of rifting and

suggesting that rifting may be capable of causing rapid loss of ice shelf buttressing.

In the fourth chapter, I extend the scope of my work to the dynamics of a tidewater glacier in

West Greenland. Using data from the first distributed acoustic sensing deployment in a glacier bore-

hole, I characterize meltwater transport and relate seismic noise generated by water flow to basal

water pressure and ice flow speed. I also develop and apply an efficient cross correlation algorithm

that reveals information about the the material properties and structure of the glacier.

While the work here is motivated by a sincere desire to do my part in understanding our changing

planet, I nonetheless found great beauty in the five years I spent listening to Earth’s ice. As ice slides,

stretches, and cracks, it plays such delicate and crystalline music, heard only by those who listen. As

climate warming continues to push Earth’s ice into flux, I take some solace in the wonder of bearing

witness to the symphony of dynamics that unfolds with each passing day. In science as in life, the

most marvelous mysteries can be unraveled simply by listening.
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Although I thought my roots were deep

I sank them into hillsides steep

And riverbanks that soon erode

And canyons that have overflowed

Phish .
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Tidal and Thermal Stresses Drive Seismicity

along a Major Ross Ice Shelf Rift
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Understanding marine ice sheet stability under various climate scenarios motivates on-

going discourse about the nature and forcing of fracturing processes in floating ice shelves. Brittle

deformation of large ice shelves is dominated by the propagation of large, through-cutting fracture-

propagated rifts25. Debate has largely focused on the relative importance and interactions of ocean

wave-induced stresses29,30,31,32,33,34,35,36,37, glacial stresses38,39,40, and rift-filling melange41,42,43,44.

Seismic observations have the ability to quantify small scale brittle deformation in the form of ice-

quakes, and thus provide an efficient means to investigate the spatial and temporal extent of ice shelf

fracture processes45,46,47,48.

As part of two coupled projects to study the dynamics of the Ross Ice Shelf (RIS) and the solid

Earth structure beneath35, 9 broadband seismographs were deployed spanning both sides of a large

rift located about 150 km south of the RIS front (Figures 1.1 and 1.2), denoted as WR449. This

deployment provides an important opportunity to investigate the role of various processes that drive

ice shelf fracture. LeDoux et al. 40 found that rift WR4’s eastern tip currently is located adjacent

to a suture zone, a region of deformed ice that arrests rift propagation, and multi-year imagery has

confirmed that WR4 is not actively propagating49. Despite WR4’s apparent inactivity, the RIS

array detected numerous icequakes in the vicinity of the rift, which we use to determine whether the

rift is undergoing active brittle deformation and to provide constraints on the forces influencing rift

propagation.

1.1 Data

1.1.1 Seismic Data

This study uses data collected by two simultaneous collaborative seismograph deployments on

the Ross Ice Shelf. We use 9 seismic stations deployed along two lines that intersect near 78.96°S,

179.88°W (Figure 1.1). These stations are a subset of the 34 seismic stations that were deployed
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across a much larger region (Figure 1.1). Each station consisted of a Nanometrics T120 PHQ broad-

band seismometer buried about 1 meter into the firn recording at 200 samples per second and a

Quanterra Q330 datalogger. The equipment was powered by solar panels in the austral summer and

by lithium batteries in the winter. The instruments were deployed in November 2014 and the first

year of data was retrieved November - December of 2015. The instruments were recovered, and the

final year of data was retrieved in November - December of 2016.

1.1.2 Weather and Environmental Data

Temperature data from the Automatic Weather Station (AWS) project was used to investigate

whether seismicity is correlated with meteorological phenomena. The AWS weather stations are de-

ployed across Antarctica and record temperature, pressure, wind speed, and humidity50. Because of

its proximity to the array and the completeness of its records, we use data from station Gill, located

at 79.823°S, 178.536°W at a distance of 80 km from the center of the array.

1.2 Methods

1.2.1 Detection and Location

We utilized an automated short-term average/long-term average (STA/LTA) event detection rou-

tine to form a catalog of any local activity recorded on stations with a high signal-to-noise ratio. We

detected 5948 unique events throughout both years of data after manually removing all detections

of non-local seismicity (Figure 1.3). To generate arrival times and to analyze the similarity of the de-

tected events, we applied a cross-correlation and clustering algorithm to the entire dataset. However,

the events did not exhibit high correlation values, and the clusters generated were not consistent

across different stations and components, indicating that, unlike many icequakes, the events are not

true repeating events.
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We initially located a subset of the largest events from 2015 using manually-picked P and S wave

arrival times. However, direct P and S wave arrivals were often small and emergent, making it diffi-

cult to pick arrival times consistently. Because vertical component Rayleigh wave arrivals were much

easier to identify, we located the entire dataset using Rayleigh wave arrival times. We calculated en-

velope functions for each event waveform on DR14, DR13, DR12, DR11, DR10, DR09, DR08,

DR07, and RS04. Because these icequake waveforms are dominated by surface waves, the maximum

value of each envelope function corresponds to the arrival of Rayleigh waves. A STA/LTA threshold

was also applied to prevent incorrect identification of arrivals. Using this process, Rayleigh arrival

times were automatically generated for all 5948 events.

We located the events that had Rayleigh phase arrivals on more than five stations. We first used a

simple grid-search algorithm that minimized the misfit between observed and predicted Rayleigh ar-

rivals by calculating a summed squared error for each potential location in the grid and selecting the

lowest error point. In order to calculate misfit, we back-propagated the arrivals and took the mean

time as the origin time. Once satisfactory locations were obtained from the grid-search, we removed

arrivals from stations with travel time residuals greater than 1 second for each event. Events now

with less than five arrivals were removed, and the remaining events were relocated using a standard

iterative least-squares inversion. From the resulting locations, those with location and origin time

standard deviations greater than 2 km and 2 seconds were removed, and the remaining 2515 events

were relocated using a double-difference relative location method.

To determine an accurate Rayleigh phase velocity for use in event relocation, grid-search loca-

tions were calculated using an initial velocity of 1.5 km/s. We then selected all events aligned with

DR13, DR12, and DR10 and calculated the time difference between arrivals on DR13 and DR12,

DR13 and DR10, and DR12 and DR10 to obtain estimates of Rayleigh velocity largely indepen-

dent of source locations. A least-squares inversion was then used to determine the velocity that

minimized the misfit between the observed and predicted arrival time differences calculated us-
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ing the known distances between stations. This calculation resulted in a Rayleigh velocity of 1.55

km/s, which was then used in the grid-search, linearized inversion, and double-difference location

methods. This Rayleigh wave velocity is similar to that predicted for a structure of slow velocity firn

overlying ice.

1.2.2 Magnitude Calculation

To constrain the size of the icequakes and to allow for better physical interpretation of the events, we

calculated the local magnitude of events using the local magnitude formula (Stein andWysession,

2003):

ML = log
A
T
+ 2.76logD− 2.48 (1.1)

where A is the maximum amplitude of the event waveform in microns, T is the period, and D is the

distance from the event to the receiver in kilometers. We used a script to automatically retrieve the

maximum amplitude of each located event on DR14, DR13, DR12, DR10, and DR09. Because

many of the events were too small to be located, magnitudes were only calculated for located events.

1.2.3 Comparisonwith Environmental andWeather Phenomena

To investigate the relationship between rift seismicity and the atmosphere, we compare the timing

of seismicity with Automatic Weather Station air temperature data from 2015 and 201650. We also

compare the timing of events with tidal phase and tidal slope. Tidal heights were obtained by run-

ning the CATS2008 model, an update to the model described by Padman et al. 51 , for the duration

of the deployment at the center of the array (DR10). To find the time of each high tide, local max-

ima were calculated for the dataset. We then calculated the difference in time between each event

and the most recent high tide. The resulting times were binned by hour, yielding the number of

events that occur in each hour after high tide. Finally, we divided by the total length of the corre-
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sponding tidal cycle to yield a measure of event timing binned by tidal phase. We calculated the

slope at the ice shelf by running the CATS2008 model at both the grounding line (82°S, 164°E) and

the front (78.5°S, 179°E), finding their difference, and dividing by the distance between the two

points.

To investigate swell and infragravity waves, we made a spectrogram of the long period horizon-

tal north-south component data fromDR10. Previous work by Bromirski et al. 52 found that IG

waves generate greater horizontal displacements than vertical displacements on RIS, so we used the

horizontal component data for our analysis of ocean swell and IG waves. Before generating a spec-

trogram, we first removed the instrument response to displacement on the frequency band 0.015 Hz

- 0.2 Hz. To find swell band power, we integrated the spectrogram over the frequency band 0.03 Hz

- 0.15 Hz for each window used to produce the spectrogram. To find IG band power, we integrated

the spectrogram over the frequency band 0.015 Hz - 0.03 Hz for each window used to produce the

spectrogram. These frequency limits were selected based on the ocean wave classification presented

in Toffoli & Bitner-Gregersen 53 .

1.2.4 Seasonal Variation in Noise Floor

In the Antarctic winter, sea ice extends for many kilometers beyond the edge of the Ross Ice Shelf

and causes a significant decrease in seismic background noise by damping out ocean and wave-

generated signals. In the summer, however, the ocean-ice interface is far closer to the array of seis-

mometers, introducing a large amount of noise (Anthony et al., 2015; Wiens et al., 2017). To inves-

tigate whether the observed trend in event timing is biased by seasonal noise, we determined a sum-

mer detection threshold and examined the timing of events only detectable in summer. We found

the summer detection threshold by first calculating average amplitudes on DR14 and DR13 for all

summer events and then constructing a plot of event count and amplitude. This analysis revealed

that events with average amplitudes greater than 0.01 µm are reliably detectable in the summer. We
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Figure 1.1: Study site and icequake locations. (a) Locations of rift WR4, the seismograph array, and weather station Gill
on the Ross Ice Shelf. Data from stations DR07 and DR06 (not shown) was additionally used to locate icequakes. (b)
Locations of 2500 icequakes at WR4. East of about 180°, icequake locations fall along central axis of rift; west of 180°,
icequake locations fall within en echelon features containing rift‐filling melange. Arrows indicate suture zone fabric.

then made a plot of event timing and seismicity that included only events with amplitudes exceeding

0.01 µm in both winter and summer. The result shows the same seasonal pattern in seismicity and

swarm occurrence, suggesting that the observed seasonal variations in seismicity are real and not a

factor of reduced detectability (Figure 1.4).

1.3 Characteristics and Locations of Rift Seismicity

Icequakes with high signal-to-noise exhibit distinct P, S, surface wave, and longitudinal plate wave

arrivals54. Icequake events are lower frequency than similarly-sized tectonic earthquakes55 with

peak amplitudes between 1-4 Hz. In all cases, the icequake-associated surface waves have the largest

amplitudes. We find that the icequakes range in size fromML = -2.5 toML = 0 (Equation 1), and

there is evidence for a b-value greater than 1 based on the statistics of larger magnitude events, indi-

cating that this sequence of icequakes has a higher ratio of small to large events than predicted by a
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Figure 1.2: Rift imagery. (a) Imagery of rift’s eastern end showing en echelon features in rift filling melange. To offer
a clear view of rift morphology, icequake locations are not plotted. (b) Imagery of entire rift showing widening at its
center. Arrows indicate suture zone fabric.

standard Gutenberg-Richter distribution. Typical waveforms are shown in Supplementary Figure

1.3.

The icequake epicenters were located using a double difference method and automated picks of

peak Rayleigh wave arrival times on the vertical component seismogram. The icequakes are located

along a 30 km segment of the rift (Figure 1.1), associated with three broad regional patterns of ice-

quake activity. First, icequakes located east of about 180°E are aligned with the central axis of the

rift. Because the observed icequakes have high amplitude surface waves relative to body waves, it is

likely that the icequakes occur near the ice shelf surface56. Possible sources include fracture along

the upper edges of the rift walls and collision, settling, or fracture of the blocks of ice within the

melange.

Second, many of the icequakes west of about 180°E occur along a series of en echelon features

within the wider region of rift-filling melange. Because the standard deviations of relative icequake

locations are typically around 100 m and because of the strong spatial association of the events with
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Figure 1.3: Icequake waveforms. HHE (horizontal east‐west) component seismogram, HHN (horizontal north‐
south) component seismogram, and HHZ (vertical) component seismogram filtered on 1‐3 Hz for icequake on
2015:011:21:59:40.

Figure 1.4: Seasonal changes in noise floor. (a) Determination of 0.01 μm summer detection threshold. (b) Histogram of
all events with average amplitude (DR13 and DR14) greater than 0.01 μm. Despite changes in event detectability due
to retreating sea ice, seasonal patterns in event timing still correlate well with temperature.
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the en echelon shear zone features, we are confident that these events originated within the melange

and were not incorrectly located events occurring along the rift walls. We therefore interpret this

second group of icequakes to be caused by deformation of the rift-filling melange. Because events

in the melange begin to occur where the rift widens, we speculate that the type of brittle ice shelf

deformation recorded here may cause widening at the middle of the rift. Figure 1.2 shows a detailed

view of rift morphology.

Third, events decrease in number west of about 179.5°E and distant events are typically less pre-

cisely located. To determine whether the apparent concentration of icequakes is an artifact of our

network geometry, we examined the magnitude of the events at various positions along the rift. We

find that the prevalence of low magnitude events decreases with distance from the intersection of

the array and the rift, suggesting that the apparent decrease in seismicity away from the network

may be the result of attenuation of similar-sized signals frommore distant icequakes. It is therefore

possible that relatively uniform levels of seismicity occur along the entire rift.

Icequakes are not clustered in front of the rift tip as was previously observed at the actively-

propagating Loose Tooth Rift in the Amery Ice Shelf57,46 but instead cease abruptly where the

rift reaches the adjacent suture zone at around 179.5°W. This decrease in seismicity is not due to re-

duced array detection capability to the west, as very small events are detected in the rift near the rift

tip. We interpret the lack of icequakes at the rift tip to indicate a lack of brittle deformation in this

region. Since westward propagation of the WR4 rift tip has currently stagnated49,40, our inferred

lack of brittle deformation is therefore consistent with rift stagnation in suture zones39,58,59,60.

1.4 Ocean Tides Controls Diurnal Patterns in Seismicity

We observe tidal modulation of the icequake activity (Figure 1.5a). As tides rise, the level of seis-

micity increases until about 5 hours after high tide, when the level of seismicity begins to fall. The

19



Figure 1.5: Tidal slope and rift seismicity. (a) Histogram of event timing as a function of tidal phase plotted with ocean
surface slope (blue lines) for each tidal cycle during the duration of the deployment. (b)Modeled tidal heights at
81.75°S, ‐175°W, the center of the ice shelf (top), and in map view across the RIS (bottom) demonstrating the ocean
surface slope relationships shown in (a). Red dots in the top figures identify the timing of the ice shelf height maps. Tidal
heights were obtained using the CATS2008 tidal model 51.
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timing of events within a day is well-correlated with the tidally-modulated slope of the ice shelf,

with the highest seismicity rates when the entire Ross Ice Shelf slopes downwards toward the ocean

(Figure 1.5b). When the shelf tilts, a horizontal component of gravitational force arises in the plane

of the ice shelf. If the shelf is tilted towards the continent, the rift is under compression and we see

low levels of seismicity; if the shelf is tilted seawards, the rift is subjected to additional extensional

stress and we see high levels of seismicity. Using the CATS2008 tide model51, we find that this 5-

hour delay corresponds to a maximum tidally-induced tilt of the entire Ross Ice Shelf (Figure 1.5).

We calculate the maximum stretching stress that could affect the rift associated with this tilt to be

ρigαLwhere ρi is the ice density, g is the acceleration due to gravity, L is the distance from the rift

to the ice front, and α is the tidally-induced tilt angle. For α = 10 ∗ 10−7, this suggests maximum

stretching stresses on the order of 1 kPa, in agreement with stress due to sea surface tilt calculated by

Bassis et al. 57 . Our findings are consistent with previous observations of tidally-modulated glacial

seismicity61,62 and tidally-modulated ice shelf flow63,64. Furthermore, they suggest that stretching

stresses from tidal cycles are preferentially released at rifts and may be associated with the processes

that widen rifts after formation.

1.5 Temperature ControlsMulti-day and Seasonal Patterns in Seismicity

The detected icequakes exhibit a distinct seasonality that correlates with surface temperature data

(Figure 1.6a). Temperature data was recorded by station Gill (Figure 1.1) of the Antarctic Weather

Stations project50, at a distance of 80 km from the center of the array. In the Antarctic summer

(Dec/Jan/Feb), very low levels of seismicity are observed. However, as soon as temperatures begin

to decline rapidly at the beginning of winter in both 2015 and 2016, the average number of events

per day increases dramatically, with days containing over 20 events becoming common. Further-

more, large and rapid decreases in temperature appear to be associated with days of particularly high
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Figure 1.6: Ocean swell, infragravity waves, temperature and rift seismicity. (a) Surface temperatures from AWS station
Gill (blue) plotted with the histogram of rift seismicity (orange) as a function of time during the deployment. (b) Spectro‐
gram showing swell and infragravity wave band power. Black bars indicate data gaps. (c) Ocean swell power (purple line)
in the frequency band 0.03 ‐ 0.15 Hz plotted with the histogram of rift seismicity. (d) Infragravity wave power (green
line) in the frequency band 0.015 ‐ 0.03 Hz, plotted with the histogram of rift seismicity. Spectral analysis used long pe‐
riod north‐south component data from station DR10. The Illapel, Chile tsunami arrival is indicated in pink on each panel
of the figure. The seasonal trend in seismicity corresponds to seasonal temperature variation, and wintertime swarms
coincide with periods of extreme cold and not with swell or infragravity waves.
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activity. The coldest periods of 2015 and 2016 both correspond to days with the largest number of

icequakes. Although seismic noise levels are highest in the summer, examination of the temporal

pattern of the larger events shows that the seasonal pattern of seismicity is not due to the seasonality

of the seismic noise floor (Figure 1.4).

There are two potential mechanisms that could account for the correlation between icequake

activity and temperature. First, ice experiences low temperature embrittlement when loaded in com-

pression65. It is therefore plausible that tidal stresses result in ductile deformation at high tempera-

tures but brittle icequake-related deformation at lower temperatures. This explanation is consistent

with studies that find seasonal variability of ice shelf material properties34.

Second, the uppermost portion of the ice experiences thermal contraction in response to rapid

temperature drops, and would thus be under tensional stress, as is observed for sea ice during cold

weather66,67,68. Similar behavior has been observed in some alpine glaciers, which exhibit thermal

fracturing in response to cold night-time temperatures69,70. Although we have not obtained source

parameters for these events, the association between the icequakes and tensional tidal stress, and

their location in a rift zone, suggest that the events are dominantly tensional. Since both the tidal

and the thermal mechanisms produce horizontal tensional stress, it is likely that they act in concert.

Because short-period temperature fluctuations only propagate to a depth of several meters in glacial

ice71, shallow icequake locations are consistent with the correlation between icequake activity and

surface air temperatures. However, we note the possibility that enhanced cold air circulation within

the rift may cause thermal contraction deeper in the ice than would otherwise be possible.

1.6 Rift Seismicity is Insensitive to Ocean Swell and InfragravityWaves

Both ocean swell and infragravity (IG) waves are poorly correlated with seismicity at WR4. We

analyze the contribution of swell and IG waves by spectral analysis of the horizontal north-south
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Figure 1.7: Density plot of number of events as a function of tidal phase and temperature. Temperature data is from
weather station Gill (Figure 1.1). Peak levels of seismicity are observed when temperature is low and when the shelf is
most highly sloped downward toward the ice front during falling tide.
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component data from station DR10, since ocean waves generate large horizontal displacements on

RIS52. Because sea ice attenuates ocean waves37, swell energy only reaches the array during the aus-

tral summer, when seasonal sea ice is minimal in extent. Rift seismicity is far less frequent in the aus-

tral summer than in the winter, and periods that contain significant swell energy correspond to very

low levels of seismicity at the rift (Figure 1.6b, 1.6c). Furthermore, when peak levels of seismicity are

observed during wintertime icequake swarms, minimal power is observed in the swell band.

Infragravity waves are damped less effectively than swell by winter sea ice34, and IG wave exci-

tation of the RIS is detected by the array year-round (Figure 1.6b). We find that IG band power is

poorly correlated with seismicity (Figure 1.6d). Most swarms occur on days that lack significant IG

band power, and the largest IG events recorded at the array do not correspond to swarms of seis-

micity. Finally, the baseline level of IG power is nearly constant throughout the year and does not

explain the seasonality observed in rift seismicity. On September 17, 2015, a tsunami generated

by theMw 8.3 Illapel, Chile earthquake reached the ice shelf, exciting horizontal displacements of

about 7 cm at DR1052. The tsunami arrival is marked in Figure 1.6 and is particularly visible in the

swell power time-series. However, the tsunami does not correspond to an increase in seismicity at

WR4. This is consistent with previous findings that only rifts open to the ocean at the calving front

propagate when a tsunami arrives49, further suggesting that WR4 is not subject to significant wave-

induced fracture.

1.7 Conclusions

Two primary environmental factors control rift seismicity at WR4. Diurnally, the timing of events

is well-correlated with tidally-driven changes in ice shelf slope. Over longer time periods, the tim-

ing of events is well-correlated with air temperature, with peak levels of activity in the winter and

swarms of events on particularly cold days. The combination of these two factors explains the tem-
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poral patterns in seismicity that we observe here and demonstrates the high environmental sensi-

tivity of rift deformation. Figure 1.7 illustrates that maximal icequake activity occurs during cold

periods when the ice shelf is sloping downward toward the ice front. We note that while low lev-

els of icequake activity are observed at low tide, no rift seismicity is observed above -10°C. From

this analysis, we conclude that although thermal and tidal stresses are both important in generating

shallow icequake activity, temperature exerts the most significant control on brittle deformation at

WR4.

The sequence of WR4 icequakes differs from patterns of seismicity seen in propagating rifts, and

the correspondence of the locations to en echelon shear zone features suggests that fracture may oc-

cur within the melange filling the rift. Swell and IG waves were not correlated with rift seismicity,

though they may still exert some influence on rift behavior at RIS and at other ice shelves. The tim-

ing of rift activity at WR4 appears to be primarily modulated by thermal and tidal stresses arising

from fluctuations in air temperature and changes in ice shelf slope, and this work represents a novel

demonstration of tidal influence on ice shelf processes far from the grounding line. On the Ross Ice

Shelf, thermal and tidal stresses act in concert with ice shelf stresses, but not wave-induced stresses,

to drive brittle deformation that may widen a major rift.
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Ice shelf fracture exerts a fundamental control on the stability of marine ice sheets and as-

sociated sea level fluctuations72. In particular, understanding the past, present, and future stability

of the West Antarctic Ice Sheet (WAIS) remains one of the great challenges of modern glaciological

research and is itself closely related to ice shelf fracturing processes73. Fractures on ice shelves take

on many forms including through-cutting rifts42,39,74, smaller-scale basal and surface crevasses75,76,

hydraulic fracturing77,78, and cliff failure79. Despite decades of progress, understanding of ice shelf

fracture remains significantly hindered by a lack of direct observation25. A number of basic ques-

tions remain or have only partially been addressed: What forces are involved in ice shelf fracture?

Is ice shelf fracture a fast and brittle or slow and ductile process? To what degree is water involved

in fracture propagation? Does ice shelf fracture growth happen at a constant rate or in bursts, and

what controls its timing?

All of these questions can be addressed using seismology. Because seismic waves carry informa-

tion about the dynamics of fracture, numerous previous studies have leveraged such signals, referred

to as icequakes, for this purpose80,81,82,83. Seismic studies on ice shelves have shown that crevasse

propagation is intermittent45,46 and have highlighted environmental forcings that would be difficult

to ascertain using only remotely sensed observations57,84,85.

Here, we use seismic recordings to quantify fracturing of Pine Island Glacier (PIG) Ice Shelf.

PIG, part of the larger WAIS, contributes more to present day global sea level rise than any other

glacier86. Current ice mass loss at PIG is thought to be due to the retreat of the floating ice shelf27

being caused by interactions between ocean forcing87,88 and fracturing processes89.

We focus on icequakes that travel as flexural gravity waves to quantify fracturing of PIG Ice Shelf.

Flexural gravity waves are a type of hybrid seismic-water wave90 unique to floating structures such

as ice shelves since both elasticity and buoyancy act as their restoring force90. Flexural gravity waves

are strongly dispersive90, which can make waveform analysis difficult and necessitates careful mod-

elling91,92,48. Despite this challenge, flexural gravity waves are useful tools to study ice shelf processes
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because, while direct body waves in ice shelves are often not observed at distances greater than a few

ice thickness93, flexural gravity waves are often observed to travel long distances from their exciting

source94.

Many sources generate flexural gravity waves on ice shelves including ocean swell94, tsunamis52,

and airplane landings95.95 appears to have been the first to propose that fracturing processes in ice

shelves may act as seismic sources that generate flexural gravity waves.95 considered water motion in

a deforming rift and motion of detaching blocks from the ice front as two such sources. Here, we

hypothesize that crevasse growth generates flexural gravity waves.

We begin our fracture analysis by describing a timeline of events with the use of satellite imagery.

Next, we catalog flexural gravity waves on PIG to examine the relationship between crack growth,

large-scale rift propagation, shear margin processes, and ice shelf acceleration. We then interro-

gate icequake source physics by modeling the ice shelf as a buoyantly supported beam, the simplest

model that captures flexural gravity wave propagation91,92. In our analysis, we model flexural gravity

wave generation by a point load or bending moment applied during ice shelf crevasse growth to infer

key source parameters of the recorded icequakes.

2.1 Analysis of Satellite Imagery and Positioning

We track visible fracturing on PIG using images collected by the TerraSAR-X satellite96 from 2012

to 2014. At the start of our study period in January 2012, the primary visible fractures are the rift,

∼20 large cracks extending into the ice shelf from northern shear margin, and∼10 cracks extending

into the ice shelf at the southern edge of the nascent iceberg (Figure 2.1a, left). By January 2013, the

rift had propagated a few kilometers without significant widening, and two wing cracks97 opened

at the rift tip (Figure 2.1a, right). One of the cracks at the northern shear margin extended 7 km and

connected to the rift betweenMay 8 andMay 11, 2012. The other northern shear margin cracks
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extended and widened, at least two new cracks initiated near Evans Knoll, and one of cracks at the

southern edge of the nascent iceberg extended to within a kilometer of the rift tip.

During the first four months of 2013, the wing cracks near the rift tip extended and widened. In

early July 2013, a block of ice calved along a wing crack at the southern edge of the nascent iceberg

near the rift tip (Figure 2.1b). After this preliminary calving event, the only connection between the

nascent iceberg and the ice shelf was a 2 km wide strip of ice between the ocean and a wing crack.

Over the next few months, we observe significant widening of the rift, likely due to the iceberg be-

ginning to drift away from the ice shelf. Iceberg B-31 calved in November 2013 (Figure 2.1c) when

left lateral motion of the iceberg pried open a large wing crack near the rift tip until a strip of ice sta-

bilizing the iceberg broke off, allowing Iceberg B-31 to drift into the sea. By the end of 2013, many

fractures in the northern shear margin had extended and calved smaller icebergs, and several new

fractures had initiated near Evans Knoll.

We processed Global Positioning System (GPS) speed timeseries derived from five continuous

GPS stations in the region, BOAR and SOW1-4 from 2012 to 2014. Each station was positioned

kinematically in the International Terrestrial Reference Frame (ITRF) at a 30 s sample rate with

GipsyX, using final Jet Propulsion Laboratory orbits. Ocean tidal loading and solid Earth tides were

not removed from the derived displacement time series as these terms are needed to obtain the full

glacial dynamics. After obtaining the 30 s ITRF solutions, we performed a 5 min weighted average

using the inverse of the individual epoch uncertainties for data weights, and then rotated the XYZ

displacements into local North, East, and up displacements.

We obtain ice speed from the processed GPS positions at the GPS station SOW3 by calculating

the total distance moved in each day of the deployment and differentiating with respect to time.

The resulting ice speed curve contains some spike artifacts that arise from numerical differentiation,

which we remove by linearly interpolating between the ice speed before and after the affected time

period. Finally, we low pass filter the data to remove trends on time periods shorter than a week.
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Figure 2.1: TerraSAR‐X images showing an overview of fracture development at PIG from 2012 to 2014. Large arrow in
panels c. and d. show sense of motion of the iceberg. See text for full discussion.
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The GPS stations were co-located with seismometers (locations shown in Figure 2.2). Figure 2.3a

plots the GPS-derived ice shelf speed. We find that ice speed at PIG decreases from 11.1 m/day in

January 2012 to 10.8 m/day in April 2013. Then, ice speed drops to below 10.6 m/day for eight days

in early May 2013. Following this rapid slowdown, ice speed begins to increase, reaching 10.9 m/day

by the end of 2013. The GPS ice speed we compute here is consistent with a previous study utilizing

the same dataset87.

2.2 Analysis of Seismograms

We examine seismic data from five sites on PIG98. The instruments were deployed in January 2012

and retrieved in December 2013, providing two years of continuous data. The seismic stations were

deployed in a cross shape with 5 km aperture at the center of the ice shelf (Figure 2.2). Each site

consisted of a three component Nanometrics Trillium 120 Broadband seismometer and a Quanterra

Q330 digitizer99 Seismic data was sampled at 100 Hz, and we removed the instrumental response on

the frequency band 0.001 Hz to 45 Hz.

In the seismic dataset, we observe events with an abrupt onset and with high frequencies that ar-

rive before low frequencies. This type of dispersion is characteristic of flexural gravity waves. The

observed dispersion (high frequency waves travel faster) is the opposite of typical surface waves in

the solid Earth. In the latter case, low frequency waves travel faster because seismic wave speeds gen-

erally increase with depth.

2.2.1 Icequake Detection

To detect flexural gravity waves in the dataset, we design a two-stage detection scheme that identi-

fies broadband, dispersive seismic events. First, we employ a short term average/long term average

(STA/LTA) impulsivity detector. This method identifies high-amplitude impulsive events by com-
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paring the mean amplitude of a short time window with the mean amplitude of a long time win-

dow100. The detector is triggered when STA exceeds LTA by some threshold. STA/LTA threshold

values are selected by tuning the algorithm to successfully detect high signal-to-noise ratio manually-

identified events (see Table 2.1). We carry out STA/LTA on the vertical component of each station

separately in two different frequency bands (0.01-1 Hz and 1-10 Hz). Selected waveforms satisfy

the STA/LTA trigger criteria in both frequency bands on at least three out of the five stations. We

refine the catalog and generate waveform templates by cross-correlating each preliminary event with

a master event waveform and selecting the events with cross correlation coefficients exceeding 0.9.

This selection procedure resulted in 57 template events.

Second, we perform a template matching technique based on cross-correlation to identify events

that were similar to the events in the preliminary catalog101. To detect new events, each template

event is cross correlated with all time windows in the dataset on two frequency bands (0.05-1 Hz

and 1-10 Hz). We increase the lower frequency bound from 0.01 Hz to 0.05 Hz since many tem-

plate events contained uninterpretable noise at frequencies below 0.05 Hz. The detector is triggered

when the cross-correlation coefficient between a template event waveform and the given time win-

dow exceeds a threshold. The threshold value is selected so that the algorithm successfully detects

the other known events of the preliminary catalog (see Table 2.1). Detected waveforms satisfy the

trigger criteria on at least three out of the five stations in both frequency bands. We carry out this

procedure for each template and removed redundant detections to yield the final catalog.

We detect 22,119 seismic events using the two-band template matching scheme. The detected

events have a typical duration of around 50 s and an average peak vertical velocity of approximately

1 · 10−5 m/s. Event waveforms vary in shape, indicating varied sources and propagation paths.

Inspection of the preliminary catalog reveals two main families of events: one with clear high-

frequency-first dispersion and one which is dominantly monochomatic.
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Table 2.1: Parameters for building the event catalog.

Parameter Low Frequency Band High Frequency Band
STA/LTA band 0.01-1 Hz 1-10 Hz

Short window (ST) length 10 s 10 s
Long window (LT) length 300 s 300 s
Trigger STA/LTA threshold 8 s 20 s
Template matching band 0.05-1 Hz 1-10 Hz

Trigger cross correlation threshold 0.3 0.2
Minimum number of stations for a detection 3 3

2.2.2 WaveformClustering

To isolate flexural gravity waves, we undertake waveform clustering using a K-Shape algorithm102

modified to operate on multi-component seismic data. K-shape is designed specifically to cluster

time series data. Instead of calculating the Euclidean distance between potential cluster centers and

observations, K-shape calculates distances using the maximum normalized cross correlation coeffi-

cient between two time series. We adapt the K-shape algorithm for three component seismic data by

independently computing the cross-correlation time series between the three separate seismic chan-

nels (vertical, East, and North). We then sum these three cross-correlation time series and calculate

the distance metric as the maximum value of this summed cross correlation time series.

We use the K-shape algorithm to divide the catalog into 2, 3, · · · , 20 clusters. However, beyond

two clusters, the differences between waveforms in each cluster become progressively less clear, and

an analysis of the average distance from waveforms to their cluster center does not show significant

improvement for larger numbers of clusters. We thus use the K-shape algorithm to divide the cata-

log into two distinct clusters, which differ based on waveform dispersion. The first cluster contains

8,184 dispersive events. The second cluster contains 13,935 monochromatic events that do not ex-

hibit dispersion within the chosen frequency band. This difference suggests that the two types of

waveforms may have been generated by different source processes. Since we are specifically inter-

34



ested in dispersive flexural gravity wave signals, we restrict the remaining analysis to the dispersive

cluster. Visual analysis of the clustered catalog demonstrates the efficacy of our approach in isolat-

ing flexural gravity waves (Figure 2.3). Our final catalog contains 8,184 likely flexural gravity wave

events, which we refer to as icequakes in the rest of the text.

2.2.3 Icequake Location

We next determine locations for all icequakes in our final catalog. Given the poor distribution of

the stations with respect to fracture locations, we employ single-station approaches to locating ice-

quakes. We compute epicentral back-azimuths by analyzing the polarization direction of recorded

horizontal waves85. We apply principle component analysis (PCA) to the horizontal component

seismograms to retrieve polarization directions. The polarization provides a 180 degree ambiguity,

so we find the direction of propagation based on which station recorded the first arrival.

We obtain the relative first arrival time of each event through phase lags measurements. We cross-

correlate each respective component waveform between each seismic station. We choose a window

length of 500 s around the first arrival. The trace that requires the largest shift forward in time to

align with the other traces is taken to be the station of first arrival. In most cases, the first arrivals

obtained independently using each component are in agreement for at least two components out of

three. However, if all three components produce different stations of first arrival, a back-azimuth is

not calculated and the event is disregarded.

Next, we ensure that the polarization is extracted over a high signal to noise ratio event as against

noise. We slide through the event waveform in 10 s windows with a step size of five seconds. For

each 10 s time window, we check if the average amplitude of that window exceeds the average am-

plitude of the entire 500 s event window. For time windows with sufficiently large amplitude, prin-

cipal component analysis (PCA) is performed on the HHE (East) and HHN (North) traces from

each station to retrieve the PCA components. The PCA first component is a vector whose direction
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explains the largest contribution of the data variance. It is equivalent to the eigenvector of the data

covariance matrix that has the largest eigenvalue.

For waves polarized in the direction of propagation, the PCA first component vector corresponds

to one of the two possible propagation directions separated by 180 degrees. Using the PCA first

component vector and the geometry of the array, we compute the predicted stations of first arrival

corresponding to both possible propagation directions. If the station of first arrival is in the direc-

tion of the PCA back-azimuth, the PCA first component’s sign is preserved. If the station of first

arrival is in the opposite direction (PCA azimuth+180 degree), we add 180 degrees to the PCA first

component azimuth. This ensures that the PCA first component vector points in the direction

from which incoming waves arrived.

We try three methods of computing the predicted station of first arrival corresponding to both

possible propagation directions. In the first method, we compare both possible phase back-azimuths

to the back-azimuths of each station with respect to the mean station location, or array centroid.

The stations that are radially closest to each possible back-azimuth are predicted to be the two possi-

ble first arrivals. The sign of the PCA first component vector is then adjusted to match the propaga-

tion direction whose predicted first arrival agree with the observed first arrival. Phases for which nei-

ther predicted first arrival agreed with the observed first arrival are discarded. In the second method,

we divide the array into two sectors along a line through the array centroid orthogonal to the PCA

first component vector. The sign of the PCA first component vector is then adjusted to match the

propagation direction corresponding to the sector containing the observed first arrival. No phases

are discarded. In the third method, we compute the distance vector from the array centroid to each

station. For incoming plane waves, the station farthest from the array centroid in the direction of

propagation records the first arrival. The stations whose distance vectors have the largest component

oriented in each possible propagation directions are predicted to be the two possible first arrivals.

The sign of the PCA first component vector is then adjusted to match the propagation direction
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whose predicted first arrival agree with the observed first arrival. Phases for which neither predicted

first arrival agreed with the observed first arrival are discarded. All three methods gave relatively con-

sistent results.

Next, we sum the PCA first component vectors across each station to obtain an average vector

whose norm indicates the level of agreement between propagation directions calculated at each

station. Finally, we take the arctangent of the quotient of the two elements of the PCA component

vector to retrieve a back-azimuth. Because this procedure is repeated for each 10 s time window in

the event, the result for each individual event is a distribution of back-azimuths calculated for each

time window within that event.

To obtain a single back-azimuth for each event, we take the average of the back-azimuths calcu-

lated using each time window in the data. We use the mean of circular quantities, with the back-

azimuth from each time window weighted by the norm of the summed PCA components across

the array for that window. This means that time windows with poor agreement between stations are

downweighted when taking the average back-azimuth. The weighted mean of circular quantities is

expressed below for the back-azimuth distribution θ1, ..., θn with PCA norms w1, ...,wn of a single

event with n time windows:

θ̄ = atan2

 1
n

n∑
j=1

wj sin(θj),
1
n

n∑
j=1

wj cos(θj)


Uncertainties for icequake back-azimuths were computed using the weighted standard deviation

of circular quantities for each event. The weighted standard deviation of circular quantities is ex-

pressed below for the back-azimuth distribution θ1, ..., θn with PCA norms w1, ...,wn of a single

event with n time windows:
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+
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n∑
j=1

wj cos(θj)

2

The mean back-azimuthal uncertainty for rift-tip icequakes was 26.16 ◦. The mean back-azimuthal

uncertainty for rift/margin icequakes was 17.26 ◦. The mean back-azimuthal uncertainty for shear

margin icequakes was 20.13 ◦.

We locate all of the 8,184 icequakes to one of three distinct source regions: the rift tip, the body

of the rift and nearby shear margin (“rift/margin”), and the northeast shear margin near Evan’s knoll

(“shear margin”), which are depicted in Figure 2.2. These spatial groups correspond to 22%, 29%,

and 40% of the catalog, respectively, with 9% of events having indeterminate locations. Figure 2.2

shows the back-azimuthal histograms of the three groups.

The slight mislocation of the rift-tip icequake back-azimuths apparent in Figure 2 is explained in

a few ways. First, imagery suggests that much of the rift-tip fracture in 2013 occurred at the large

wing extending south of the rift axis. The distribution of rift-tip seismic event back-azimuths points

just south of this crack by∼ 1◦. We note that the LANDSAT image displayed in Figure 2 is from

October 12, 2013, about a month before the large swarm of rift-tip seismicity in November 2013.

Because the wing crack continued to advance and widen in the month after the LANDSAT im-

age was captured, we expect fracturing and seismicity to have occurred in front of the wing crack

tip’s position in Figure 2. Second, the correspondence in time between the large swarm of rift-tip

icequakes in November 2013 and visible fracture evolution at the rift-tip wing crack suggests that

the recorded icequakes were generated by that fracture. Third, seismicity in front of a rift’s visible

extent was observed at the Amery Ice Shelf by Bassis et al. (2007) and may indicate that the wing

crack was more advanced at depth than at the surface, explaining events whose back-azimuths point

just in front of the crack. Finally, no other areas consistent with distribution of rift-tip icequake

back-azimuths contain any visible fracture opening or growth, suggesting that the large amount of
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fracture evolution at the rift tip observed in imagery is the most likely source of the recorded ice-

quakes.

2.3 Relationships Between Icequakes and Ice Shelf Behavior

2.3.1 Rift tip

The rift-tip icequakes are coincident in space and time with several fracturing processes including

rift propagation, wing cracking, small scale calving within the rift, and calving along the southern

edge of the nascent iceberg. Rift tip events occurred more frequently in 2013 than in 2012 (Fig-

ure 2.3b). The mean seismicity rate was 9.4 icequakes/week in 2012 and 25.6 icequakes/week in

2013. 19 weeks of 2013 equaled or exceeded the maximum 2012 seismicity rate of 29 icequakes/week.

Weekly icequake counts increased past the peak level seen in 2012 onMay 21, 2013 and remain ele-

vated until the end of the deployment. This period of elevated rift tip seismicity corresponds to the

phase of significant wing crack growth and rift widening observed in imagery. Rift tip icequakes

appear located∼15 degrees south of the rift tip’s position in LANDSAT imagery fromOctober 12,

2013 (Figure 2.2). However, when Iceberg B-31 calved in November 2013, the wing crack extend-

ing south of the rift had propagated to a location consistent with the peak in the back-azimuthal

distribution of rift tip icequakes (Figure 2.1c, left).

Peak levels of rift-tip seismicity were observed during the calving of Iceberg B-31 in the week of

November 5, 2013. That week had 115 rift-tip events, the highest event count of any week across

all three source regions. Furthermore, elevated rift-tip icequake activity in 2013 corresponds to a

period of accelerating ice velocities (Figure 2.3a). While rift-tip fracture may be more directly related

to strain rate in a viscous regime and strain in an elastic regime, we simply note that ice speed reflects

the underlying stress state of the ice shelf. The correspondence in time between elevated rift-tip

seismicity rates and increasing ice velocities therefore suggests that rift propagation is sensitive to the

39



Figure 2.2: Back‐azimuthal histogram showing locations of cataloged icequake. Rift‐tip event back‐azimuths are plotted
as orange rays. Rift/margin event back‐azimuths are plotted as green rays. Shear‐margin event back‐azimuths are plot‐
ted as purple rays. Likely source regions are shown by colored polygons. PIG array seismic and GPS stations are plotted
as black triangles. Approximate grounding line position is shown by the red dashed line 103. Background LANDSAT
imagery is from October 2013 (courtesy of the United States Geological Survey).
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Figure 2.3: Timing and waveforms of cataloged icequake. (a) GPS‐derived ice velocity is shown by the black line, and
average seismic noise is shown by blue bars. Noise is highest in the Antarctic summer, when minimal sea ice is present
to attenuate ocean‐generated noise, reducing detectability in January, February, and March. (b) Rift‐tip events. Weekly
timeseries of rift tip event times is shown by orange bars. Daily vertical (HHZ) waveform stacks of detected rift tip
events are plotted beneath. Overall rift‐tip event stack is shown to the right. (c) Same as (b) for rift/margin events, color‐
coded in green. (d) Same as (b) for shear‐margin events, color‐coded in purple.
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underlying stress state of the ice shelf. In addition, rift tip fracture may be enhanced by localized ice

shelf thinning and melt within the rift.87 hypothesize that the overall pattern of ice velocities at PIG

in 2013 tracks a time-lagged response to ocean melting, and localized melt has been proposed as a

primary driver of rifting at PIG104,105. The observed connection in time between rift tip fracture

and accelerated ice velocities demonstrates that rift growth and PIG is sensitive to changes in ice

dynamics, localized melt, or a combination of both. At the present time, however, we are unable

to confirm whether local or more distant melt-related feedbacks are responsible for the observed

fracturing.

2.3.2 Rift/margin

The rift/margin icequakes are coincident in space and time with the growth of∼20 rifts formed

in the northwest shear zone, as well as smaller-scale fractures and widening of the main rift itself.

Rift/margin icequakes occurred more frequently in 2012 than in 2013. The mean seismicity rate

was 27.7 icequakes/week in 2012 and 19.3 icequakes/week in 2013. Four weeks of 2012 equaled or

exceeded the maximum 2013 seismicity rate of 70 icequakes/week. The timing of icequakes in the

rift/margin group is independent of ice speed. Peak levels of rift/margin seismicity were observed

during the week of May 15, 2012, which contained 109 rift/margin icequakes. Rift/margin ice-

quakes reach peak seismicity rates in the weeks following the opening of the secondary rift branch

inMay 2012, suggesting that the crack opening caused aftershock-like seismicity and/or destabilized

the margin, enhancing the growth of nearby fractures.

2.3.3 Shear margin

The shear-margin icequakes are coincident in space and time with the initiation of new cracks and

growth of extant cracks near Evans Knoll. This area marks the transition from a primarily intact

42



shear margin upstream of Evans Knoll to a highly fractured shear margin downstream of Evans

Knoll. Imagery shows that multiple fractures longer than 1 km were initiated in this area during

2012 and 2013 (Figure 2.1). Shear-margin icequakes occurred at an approximately equal rate in

2012 and 2013. The mean seismicity rate was 31.9 icequakes/week in 2012 and 32.2 icequakes/week

in 2013. Peak levels of shear margin seismicity were observed during the week of July 17, 2012,

which contained 107 shear-margin icequakes. Shear-margin icequakes do not exhibit any prominent

temporal trends and appear independent of ice velocity. The shear margin experiences the high-

est overall level of seismic activity, suggesting that the transition point from intact to fractured ice

near Evans Knoll experiences higher stress concentrations than either the rift tip or the rift/margin

regions, consistent with rift modeling74.

2.4 Flexural GravityWaveModeling

We next estimate the distribution of forces that gives rise to the observed seismograms. We do this by

removing wave propagation effects from the observed seismograms using a numerically computed

Green’s function. Our catalog was designed to represent icequakes that mostly consist of flexural

gravity waves. We therefore model the vertical seismograms using the simplest model that gives rise

to flexural gravity waves, the dynamic floating beam equation90,106,

ρihi
∂2w
∂t2

+D
∂4w
∂x4

+ ρwgw+ ρw
∂φ
∂t

= P, (2.1)

whereD ≡ E′I = Eh3i /[12(1 − ν2)] is the flexural rigidity with second moment of area I =∫ hi/2
−hi/2 z

2dz, E is the Young’s modulus of ice, ν is the Poisson’s ratio of ice, t is time, x is horizontal

position, g is gravitational acceleration constant, hi is the ice thickness, ρi is the density of ice, ρw is

the density of water, w is the vertical displacement of the beam, φ is the ocean surface velocity poten-

tial, and P is an applied point load. From left to right, the terms in Equation 2.1 represent inertia,
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flexure of the ice shelf, buoyancy, and ocean surface waves generated at the ice-water interface. We

initially use a locally-averaged ice thickness of hi = 400 m107 and a water depth of hw = 590 m108.

We model icequake sources as either an applied point load or point bending moment. When a

basal crevasse opens and fills with water, the downward-acting ice overburden stress at the top of

the crevasse is greater in magnitude than the upward-acting buoyancy stress exerted by water fill-

ing the crevasse. This applies a downward point load to the ice shelf. In addition, the horizontal ice

overburden stress along the walls of the crevasse is greater in magnitude than the horizontal buoy-

ancy stress exerted by the water filling the crevasse. The difference in magnitude between these two

stresses decreases with depth such that the walls of a crevasse are subject to stress gradient. This

applies a bending moment to the ice shelf. These two mechanisms may act in concert and simul-

taneously apply a moment and point load to the ice shelf. We choose not to pursue such hybrid

sources at the present time because the simplicity of our model –specifically the assumptions of uni-

form ice thickness and two-dimensional geometry– suggests that additional source complexity is not

warranted prior to improvements in these other areas.

We obtain the Green’s function of the floating beam equation as the impulse response of the

mechanical system to a point load (force per unit length) source. Rewriting Equation 2.1 using the

linear operatorA asAw = P, the Green’s function equation can then be written asAG = δ(x)δ(t).

Below, we derive a frequency-wavenumber solution forG that we are able to analytically invert in

the time domain and numerically invert in the frequency domain. We then deriveGm, the vertical

displacement response to a point moment source.

2.4.1 Analytic Solution for Ocean SurfaceWaves

We examine the water velocity potential function φ and relate it to the vertical ice shelf velocity w.

We first solve the ocean surface wave equation for a body of water with infinite length and finite
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depth:
∂2φ
∂x2

+
∂2φ
∂y2

= 0 (2.2)

over the interval−∞ < x < ∞,−hw < y < 0. We enforce zero velocity at the ocean floor and

couple vertical velocity to the rate of beam deflection at the ocean surface:

∂φ
∂y
∣∣
y=−hw

= 0
∂φ
∂y
∣∣
y=0 =

∂w
∂t

(2.3)

We enforce the Sommerfeld radiation condition:

φ
∣∣
x→−∞ =

∂φ
∂x
∣∣
x→−∞ = 0 φ

∣∣
x→∞ =

∂φ
∂x
∣∣
x→∞ = 0 (2.4)

We employ the Fourier Transform, written for an arbitrary function f(x) as

f̄(k) =
∫ ∞

−∞
f(x)e−iξxdx

Applying the Fourier Transform in x to each term of Equation 2.2 yields:

∫ ∞

−∞

∂2φ
∂x2

e−iξxdx+
∂2φ̄
∂y2

= 0

Evaluating the integral term:

e−iξx∂φ
∂x
∣∣∞
−∞ + iξe−iξxφ

∣∣∞
−∞ − ξ2φ̄ +

∂2φ̄
∂y2

= 0

We then apply the radiation condition (Equation 2.4) to eliminate the first two terms, resulting

in an ordinary differential equation of φ̄:
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−ξ2φ̄ +
∂2φ̄
∂y2

= 0

By applying the vertical boundary conditions (Equation 2.3), we obtain the time-wavenumber

domain solution that satisfies the governing equation and boundary conditions:

φ̄ =
∂w̄
∂t

(
cosh(ξ(hw + y))
ξ sinh(hwξ)

)

We note that φ is a linear function of w, therefore permitting us to write the floating beam equation

using the linear operatorA.

2.4.2 Analytic Solution for Buoyant Ice Shelf Flexure

Wewrite the Green’s function formulation of Equation 2.1:

ρihi
∂2G
∂t2

+D
∂4G
∂x4

+ ρwgG+ ρw
∂φ
∂t

= δ(x)δ(t) (2.5)

where G is the Green’s function, δ(x) is Dirac delta function in space, and δ(t) is the Dirac delta

function in time. As before, we apply the Fourier Transform in space to each term. Next, we apply

the Laplace transform, defined as,

g∗(s) =
∫ ∞

0
g(t)e−stdt

Applying both the Fourier and Laplace Transforms to Equation 2.5 yields:

ρihis
2Ḡ∗ +Dξ4Ḡ∗ + ρwgḠ

∗ + ρwγs
2Ḡ∗ = 1
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We can then solve for Ḡ∗ algebraically:

Ḡ∗ =

1
ρihi+ρwγ

Dξ4+ρwg
ρihi+ρwγ

+ s2
(2.6)

Finally, we analytically compute the inverse Laplace transform of Equation 2.6 to obtain the

Fourier-transformed Green’s function,

Ḡ(k, t) =
sin

(
t
√

Dξ4+ρwg
ρihi+ρwγ

)
√

ρihi + ρwγ
√
Dξ4 + ρwg

In practice, we numerically calculate Ḡ for a range of times and wavenumbers that define the

temporal and spatial domain of the model run. Once Ḡ is calculated for each element of a vector of

times and a vector of wavenumbers, the IFFT (inverse fast Fourier transform) is taken to numerically

retrieve the Green’s functionG(x, t) of the ice shelf for an applied unit point force.

To retrieve the impulse response to a point bending moment source, we note that an applied

bending moment is equivalent to a pair of infinitesimally-spaced point loads with opposite signs:

Gm(x, t) = [G(x, t)− G(x+ Δx, t)]Δx→0

G(x, t) = Δx
[
G(x, t)− G(x+ Δx, t)

Δx

]
Δx→0

G(x, t) =
dG(x, t)

dx

To obtainGm(x, t), we numerically take the spatial derivative of the point load Green’s function

G(x, t).
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2.4.3 Deconvolution Procedure

We deconvolveG andGm from waveform stacks to estimate the source load or moment distribution

of events in each spatial group. We calculate source load through the deconvolution,

Pestimated(t) = F−1
[
ŵ(ω)observed
Ĝ(x0, ω)

]
,

where hats denote Fourier-transformed quantities,F−1 is the inverse Fourier transform, wobserved(t)

is a linear stack of observed displacement seismograms, Pestimated(t) is an estimated source load dis-

tribution, and x0 is the station epicentral distance. We obtain wobserved(t) for each spatial group by

aligning each waveform in the group with respect to a master event using cross correlation and tak-

ing the average waveform. Master events were selecting by finding the event from each spatial group

that was best-correlated with the overall centroid of the dispersive cluster. We choose x0 correspond-

ing to the average distance to each spatial group: for the rift tip, x0 = 25 km; for rift/margin,

x0 = 25 km; for margin icequakes, x0 = 17.5 km. We alternatively consider a bending moment

source through the relationship,

Mestimated(t) = F−1
[
w(ω)observed
Gm(x0, ω)

]

2.4.4 Estimating Vertical Fracture Extent

We estimate the vertical extent of fracture using the magnitude of source time functions retrieved

by deconvolution. The point load applied during vertical crack growth arises from the difference in

ice overburden stress above the crack and buoyancy stress exerted by the water that fills the crack.

Therefore, we write the following expression and substitute in the each stress:
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P = σoverburden − σbuoyancy

P = ρig(hi − Δzc)− ρwg(zw − Δzc)

where P is the applied point load, ρi is the density of ice, ρw is the density of water, hi is the ice

shelf thickness, Δzc is the change in vertical position of the crack tip, and zw is the position of the

water line.

Substituting the expression for the water line position zw =
ρi
ρw
hi and simplifying gives:

P = gΔzc(ρi − ρw)

Finally, we write:

Δzc =
P

g(ρi − ρw)

2.4.5 Results of Deconvolution

Figure 2.4 shows our deconvolution result for the rift-tip icequakes, illustrating that a given vertical

displacement seismogrammay equivalently be represented as a point moment (Figure 2.4a and b)

or a point load (Figure 2.4c and d). The equivalent analysis for the other two groups of events are

shown in Figure 2.5 and Figure 2.6.

We examine the sensitivity of our deconvolution to the assumed value for the ice thickness by

varying the ice thickness between 300 and 500 m (Figures 4.1-4.3). For the rift-tip group, we find

source durations ranging from 30.48 to 50.00 s and amplitudes ranging from 2.69 to 6.90MPa·m

(point moment) and 3.83 to 8.62 kPa (point load). For the rift/margin group, we find source dura-

tions ranging from 19.52 to 48.57 s and amplitudes ranging from 3.82 to 12.55MPa·m (point mo-

ment) and from 5.05 to 14.02 kPa (point load). Finally, for the shear-margin group, we find source
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Figure 2.4: Green’s functions and source time functions for rift tip events. (a) Theoretical Green’s function for a point
moment source located at a distance of 25 km, which is approximately the distance from PIG seismic array to the rift
tip. (b) Source time function retrieved by deconvolving the point moment Green’s function from the stack of rift tip
vertical displacement waveforms. (c) Theoretical Green’s function for a point load source located at a distance of 25 km.
(d) Source time function retrieved by deconvolving the point load Green’s function from the stack of rift tip vertical
displacement waveforms. (e) Stack of rift tip vertical displacement waveforms obtained by aligning waveforms to a
master event and taking the mean waveform on the frequency band 0.01‐1 Hz.

durations ranging from 27.14 to 36.67 s and amplitudes ranging from 5.60 to 14.89MPa·m (point

moment) and from 8.04 to 12.97 kPa (point load).

2.5 Discussion of Icequake Source Physics

How large were the cracks that generated the recorded flexural gravity waves? We estimate the

amount of vertical crack opening for each spatial group using the point load source amplitudes for

ice thickness varying between 300 and 500 m. Rift tip point load amplitudes correspond to 4.3 to

9.8 m of vertical crevasse opening. Rift/margin point load amplitudes correspond to 5.7 to 15.9 m

of vertical crevasse opening. Shear-margin point load amplitudes correspond to 9.1 to 14.7 m of

vertical crevasse opening. This suggests that the large-scale fracture opening and rift propagation

observed in imagery (Figure 2.1) was the result of many discrete crack opening events that each

spanned only about 1 % of the ice thickness, not the result of full-thickness crack opening.45 and46

observed episodic rift seismicity on the Amery Ice Shelf and proposed that rifts might propagate due
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Figure 2.5: Green’s functions and source time functions for rift/margin events. (a) Theoretical Green’s function for a
bending moment source located at a distance of 30 km, which is approximately the distance from PIG seismic array to
the rift/margin area. (b) Source time function retrieved by deconvolving the moment Green’s function from the stack
of rift/margin vertical displacement waveforms. (c) Theoretical Green’s function for a point load source located at a
distance of 30 km, which is approximately the distance from PIG seismic array to the rift/margin area. (d) Source time
function retrieved by deconvolving the point load Green’s function from the stack of rift/margin vertical displacement
waveforms. (e) Stack of rift/margin vertical displacement waveforms obtained by aligning waveforms to a master event
and taking the mean waveform on the frequency band 0.01‐1 Hz.

Figure 2.6: Green’s functions and source time functions for shear margin events. (a) Theoretical Green’s function for a
bending moment source located at a distance of 17.5 km, which is approximately the distance from PIG seismic array to
the northeast shear margin near Evans Knoll. (b) Source time function retrieved by deconvolving the moment Green’s
function from the stack of shear margin vertical displacement waveforms. (c) Theoretical Green’s function for a point
load source located at a distance of 17.5 km, which is approximately the distance from PIG seismic array to the shear
margin. (d) Source time function retrieved by deconvolving the point load Green’s function from the stack of shear
margin vertical displacement waveforms. (e) Stack of shear margin vertical displacement waveforms obtained by aligning
waveforms to a master event and taking the mean waveform on the frequency band 0.01‐1 Hz.
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to the coalescence of smaller cracks. Our findings support the hypothesis that crack coalescence can

act as a mechanism of rifting.

Estimated source time series for moment and point load exhibit one or several pulses of activ-

ity followed by a return to zero (Figure 2.4). Source time functions derived from body waves in an

elastic medium result in estimates of moment rate109 Equation 4.32. Here, however, our deconvo-

lution is sensitive not to the rate of change of point load or moment, but instead to a point load and

moment. This complicates the interpretation of the estimated source time series because it suggests

that the icequakes represent the application and subsequent removal of some point load or moment.

This physically counterintuitive situation motivates an examination of the sensitivity of our decon-

volution to static offsets. We therefore calculate synthetic seismograms forced by a step in moment

or point load (Figures A.4-A.6). We find that in some cases the step function provides an acceptable

fit to the observations. We therefore are unable to infer whether the observed flexural gravity waves

were generated by a pulse-like or step-like source.

The timescale of the source process, however, is constrained independent of the exact force distri-

bution assumed in the deconvolution. Our source analysis implies that the recorded flexural gravity

waves were generated by fracturing process with approximately 20-50 s duration. At this timescale,

the observed waves must have been generated by brittle fracture, not by viscous deformation. This

20-50 s timescale is extremely slow compared, for example, to tectonic earthquakes, where earth-

quake duration scales like 10M/2 with earthquake momentM and 20 s duration is associated with a

M = 7 earthquake110.

What process sets the duration of the observed icequakes? The above scaling for tectonic earth-

quakes is based on the reasoning that the duration is set by the time required for a shear crack to

propagate across a fault of length L at a rate that tends towards inertial velocities (either the shear

or dilatational wave speed vs or vp)111. In our system, however, we expect that water plays a limiting

role in the speed of fracture propagation that may not be present in tectonic earthquakes. The prop-
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agation of fluid filled basal crevasses is expected to occur at the crack wave speed112. The crack wave

speed is much slower than the inertial velocities and could plausibly be in the range of 1-100 m/s for

basal crevasses in ice shelves. These velocities would suggest source length scales on the order of me-

ters to hundreds of meters. A second plausible explanation is that long durations may be explained

by the coalescence of many smaller individual fractures that open successively. And yet another

explanation is that there could be significant horizontal propagation which is not captured in our

model. We expect that more detailed near-source observations would be able to distinguish between

these possible scenarios.

2.6 Conclusions

We detect and locate icequakes that propagate as flexural gravity waves on the Pine Island Glacier

ice shelf from 2012 to 2014. When compared to satellite imagery, the back-azimuthal distribution

of the detected events suggests that the icequakes were generated by fractures at the tip of a large

rift and in two distinct portions of the northern shear margin. Most of the events were generated

at the shear margin near Evans Knoll, in agreement with imagery that suggests significant fracture

initiation. Increased fracturing at the rift tip is associated with increased ice speed and elevated basal

melting in 201387. We attribute this relationship to changes in the stress state of the ice shelf or to

melt-driven thinning that elevated rift tip stress concentrations. We use a simple model of flexural

gravity waves to constrain the source of the recorded waves. We find that the observed waves have

a source duration between 20-50 s. This timescale implies that a brittle fracture process generated

the waves. Our analysis therefore confirms the role of brittle processes in the long-term evolution of

marine ice sheets.
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The possibility of rapid ice mass loss from theWest Antarctic ice sheet has remained con-

tentious for over thirty years15. The seminal collapse of the Larsen B ice shelf provided incontro-

vertible evidence linking ice shelf fracturing to rapid ice mass loss8,9, with more recent work em-

phasizing spatial variability in ice shelf vulnerability113,114,115 and pervasive damage116,117. In con-

trast to such progress in understanding large-scale dynamics, the detailed nature of the fracturing

processes that may (or may not) contribute to rapid ice mass loss has remained controversial. Sig-

nificant research foci include hydrofracture, a process which is clearly conducive to ice shelf col-

lapse78,22,115, and the marine ice-cliff instability118, a process by which rapid ice mass loss is hypoth-

esized to occur119 and whose validity has been critically examined on observational120 and theoreti-

cal79 grounds. Yet among all ice shelf fracture processes, rift propagation is the mechanism by which

the largest calved icebergs are created, i.e., icebergs with areal extentO{1 − 10 × 103} sq km20. Al-

though calving due to rift propagation is generally thought of as a natural cyclic process on decadal

timescales20, recent studies have examined the deterioration of this natural cycle26 and associated

increases in ice mass loss27. Given the enormous scale of tabular iceberg calving, it is therefore im-

portant to better understand the rift propagation process in order to understand whether deviations

from the natural rifting-calving cycle are a harbinger of Antarctic ice shelf dynamics in a warming

climate. Here, we overcome the perennial limitation of studies of calving processes –namely, a lack

of in situ observations25– and present the first-known near-field seismic observations of a large ice

shelf rift propagation event.

3.1 Near-rift observations

Our observations come from the Pine Island Glacier Ice Shelf (PIG), a fast-flowing ice shelf in West

Antarctica that was the single largest Antarctic contributor to sea level rise in the period 1979–

20173. Since 1992, tabular icebergs have calved from PIG every 2–6 years along rifts that propa-
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gated from the northern and southern shear margins, maintaining a relatively consistent ice front

position and orientation26. In 2015, calving occurred along a rift that initiated in the ice shelf’s

center for the first time, resulting in substantial ice front retreat and reorientation105 that has con-

tinued to the present. Before this change in ice front geometry, the last calving event occurred in

2013 along a rift that propagated from the northern shear margin across the ice shelf, hereinafter

referred to as R2011 for the year of its initiation. We use synthetic aperture radar data collected by

the TerraSAR-X (TSX) satellite to identify an episode of rapid propagation during the rifting that

preceded the 2013 calving event. We identify the rift seismic signal within data recorded by three

Nanometrics Trillium 120 seismometers deployed on PIG ice shelf and three Nanometrics Trillium

240 seismometers deployed across West Antarctica99. We then use the characteristics of the signal

to analyze the mechanical response of the ice shelf to rift propagation and estimate the speed of rift

extension.

TSX data fromMay 8, 2012 04:04 UTC show the PIG ice shelf before the episode of rift exten-

sion (Figure 3.2A). The rift R2011 spanned 33.8 km across the ice shelf from the northern shear

margin and a band of∼20 shorter parallel fractures spanned∼5 km from the northern shear mar-

gin. The data show no major rifts besides R2011. TSX data fromMay 11, 2012 03:13 show PIG

ice shelf after the episode of rift extension (Figure 3.2B), providing a three-day time window around

the episode of rift extension. One of the northern shear margin fractures, hereinafter referred to as

R2012, propagated 10.5 km, terminating at -74.955◦N, -101.16◦E, where it connected with R2011.

A high-resolution digital elevation model of PIG107 shows that the tip of R2012 was located in a

basal trough before propagation, consistent with previous observations that suggest basal channels

strongly influence rift propagation on PIG and other ice shelves121,122.

We employ a semi-automated scheme to identify the extent of R2012 before and after the exten-

sion. We use TSX data fromMay 5, 2012 03:22:11 andMay 11, 2012 03:13:39 since these two data

were captured from similar incidence angles and span the same spatial extent. To align the images,
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we first transform both to EPSG:3245. To remove the effect of advection of ice between the two

images, we identify a small window of the data surrounding the tip of R2011, which remains sta-

tionary in a reference frame fixed to ice flow. We then cross-correlate the windows containing the

rift tip from each TSX data to compute the optimal shift between the two data. We then use the

computed shift to align the two data.

To measure the increase in length of R2012, we first multiply the data by -1 and rescale it so that

all pixel values fall between 0 and 1, resulting in an image where pixels with values close to 1 cor-

respond to dark features like rifts. We then set all pixels with values above a manually-determined

threshold to 1 and all pixels below that threshold to 0. This results in a binary image where dark

features like rifts have values of 1 and the background has a value of 0. We then dilate the binary im-

ages to remove jagged edges and smooth 1-valued regions before subtracting the pre-extension image

from the post-extension image. This removes all features that stayed constant betweenMay 5 and

May 11, including shear margin fractures and R2011. We then extract the largest 1-valued region

from the subtracted image, which corresponds to the area that R2012 increased by betweenMay 5

andMay 11. We then remove all the rift area behind the manually-identified position of the rift tip

before extension to overcome the difficulty in detecting hairline fractures using binary thresholding.

Finally, we skeletonize the binary rift image, measure the length of the skeleton’s main branch in

pixels, and multiply by the TSX data’s pixel size to extract the length that R2012 increased between

May 5 andMay 11. We estimate an increase in length of 10473.26 meters.

To measure the initial length and width of R2012, we first clip the data to include only the

initially-open portion of R2012. We rescale and threshold the data as described above to yield a

binary image where the rift has a value of 1 and the background has a value of 0. We then skeletonize

the binary rift image, measure the length of the skeleton’s main branch in pixels, and multiply by

the TSX data’s pixel size to extract the initial length of R2012. Finally, we sum the binary rift image

to obtain the area of the rift in pixels, multiply by the TSX data’s pixel size to obtain the rift area
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in meters, then divide by the initial length to obtain an estimate of the average rift width. We esti-

mate an initial length of 3889.94 meters and an initial width of 91.25 meters. We follow the same

procedure to measure the length of R2011, which we estimate to be 33793.7 meters.

Seismic data recorded in the time window established by TSX data contains a single notable sig-

nal, recorded onMay 9, 2012 at 18:03 (Figure 3.2C). We hypothesize that this signal, the largest

amplitude signal within the three-day window, was generated by the extension of R2012 observed

in TSX data. We use the cumulative amplitude distribution of the signal to estimate a duration of

2.09 hours, longer in duration than all other signals in the time window by an order of magnitude.

TheMay 9 event has a peak vertical ground velocity of 0.234 mm/s and peak vertical ground dis-

placement of 0.195 mm at a distance of 12 km and uniquely contains significant energy at periods

up to 1000 s. The sensitivity of the Trillium 120 seismometer is reduced below its natural period of

120 s, suggesting that the amplitudes recorded between periods of 120 s and 1000 s may underesti-

mate actual ice shelf velocities at those periods. Between 1000 s and 1 s periods, the signal exhibits

high-frequency-first dispersion characteristic of flexural gravity (FG) waves (Figure 3.2D), a wave

type that propagates as a coupled beam flexural and ocean surface wave54,123,91,124. At frequencies

above 1 Hz, the signal consists of body and surface waves that gradually increase in amplitude be-

fore abruptly decaying after 302 s (Figure 3.2E). These higher-frequency phases are also recorded

by regional POLENET stations DNTW, THUR, and UPTW, respectively located 250, 294, and

360 km from PIG.

A previous study of fracture at PIG identified FG waves generated by gradual propagation of

R2011125, suggesting the extension of R2012 is a reasonable source for the May 9 event. In addition

to rift propagation, FG waves on ice shelves are generated by incoming ocean waves126. However,

ocean wave sources cannot account for seismic phases recorded by regional stations hundreds of

kilometers away, and we therefore conclude that incoming ocean waves must not have generated

the rift signal. Additionally, the spectrum of the May 9 event is markedly different than teleseis-

58



mic earthquake spectra recorded by the same instrument. TheMay 9 event had a dominant period

of 600.0 s, while theMw 7.7 Scotia Sea earthquake that occurred on November 17, 2013, had a

dominant period of 17.14 s (Figure 3.1). We thus conclude that teleseismic waves must not have

generated the May 9 event signal.

Figure 3.1: Comparison of May 9, 2012 rift event and November 17, 2013 Mw 7.7 Scotia Sea earthquake. All displayed
data are vertical velocity seismograms recorded by station PIG2, and all displayed spectra were computing using these
data. (a) Comparison of power spectral density (PSD) of May 9 rift event, Scotia Sea earthquake, and noise. PSD of May
9 rift event is shown in orange, and PSD of one hour of noise prior to the May 9 rift event is shown in light orange. PSD
of Scotia Sea earthquake is shown in purple, and PSD of one hour of noise prior to the Scotia sea event is shown in light
purple. The May 9 event had a dominant period of 600.0 s, while the Scotia Sea earthquake had a dominant period of
17.1 s. (b). Seismic recording of May 9 rift event. The rift signal is clearly dispersive, and characteristic 600.0 s period
waves are clearly visible after T18:30. (c). Seismic recording of Scotia Sea earthquake. Scotia Sea signal is not clearly
dispersive, and does not contain significant power at periods below 100 s.

To locate the candidate rift event, we employ a grid search algorithm using arrival times at lo-

cally and regionally-deployed stations. First, we obtain the arrival time of high-frequency waves

(1.5-5 Hz) at each station by cross-correlating the filtered event waveform recorded at PIG2, the
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closest station to R2012, with the filtered waveform recorded at each other station. The resulting

cross-correlation functions allow us to obtain the shifts required to align the waveform recorded at

PIG2 with the waveform at each other station. Using the known sampling rate, we use these shifts

to compute relative arrival times. Next, we calculate the velocity of the waves recorded at each sta-

tion by dividing the known distance between PIG2 and each station by the difference between the

arrival time at PIG2 and each station. We carry out this procedure using vertical, north-south, and

east-west component data recorded at stations PIG2, PIG4, PIG5, THUR, BEAR, DNTW, and

UPTW.

We then carry out the grid search by iterating though possible origin times and spatial locations

and computing the expected arrival time at each station using the previously-estimated phase ve-

locity. We calculate the root mean square error (RMSE) between the observed and expected arrival

times for all components and stations, giving a single estimate of the misfit in arrival times across the

array. We then calculate RMSE for each possible origin time and for every spatial point in a regu-

lar grid to obtain a map of error. The event location is finally determined by identifying the spatial

point and origin time that correspond to the lowest RMSE.

To further constrain the source location, we use the polarization direction of recorded horizontal

waves to compute the epicentral back-azimuths. First, we identify which station recorded the first

arrival by cross-correlating the respective component waveforms between each station. The first-

arrival station is the one that records the trace requiring the largest shift forward in time to align

with the other traces. We then determine the polarization direction of the recorded waves using

principal component analysis (PCA). By performing PCA on the east-west and north-south seismo-

grams, we obtain the PCA first component, a vector corresponding to the direction along which the

majority of the variation in the data occurs. We infer the polarization direction from the PCA first

component, which corresponds to one of two possible propagation directions separated by 180 de-

grees. To resolve this 180-degree ambiguity, we determine the predicted station of the first arrival by
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computing the stations farthest from the array centroid in both possible directions of propagation,

which are expected to record the first arrivals for an incoming plane wave. We then adjust the sign

of the PCA first component to match the propagation direction whose predicted first arrival agrees

with the observed first arrival. We repeat this procedure using data recorded at each station and sum

the PCA first component vectors from each station to obtain an average propagation direction. Fi-

nally, we retrieve a back-azimuth by taking the arctangent of the quotient of the two elements of

the PCA component vector. We repeat the entire procedure for each 50 s time window in the event,

resulting in a distribution of back-azimuths calculated for each time window within the event. We

obtain a single event back-azimuth by taking the circular mean of the back-azimuths calculated

from each time window, with the back-zimuth from each time window weighted by the norm of

the summed PCA components across the array for that window. The weighted circular mean for

the back-azimuth distribution θ1, ..., θn with PCA norms w1, ...,wn of a single event with n time

windows is:

θ̄ = atan2

 1
n

n∑
j=1

wj sin(θj),
1
n

n∑
j=1

wj cos(θj)


Our grid-search inversion of arrival times at locally and regionally-deployed seismic stations finds

its lowest-error region where R2012 connects to R2011 (Figure 3.2B), further supporting the hy-

pothesis that the extension of R2012 generated the May 9 event. The polarization of waves recorded

at locally-deployed stations corresponds to a backazimuth of 308.1± 6.2 degrees (Figure 3.2B), in

agreement with the backazimuth of R2012, confirming that the recorded waves propagated to the

local seismic stations from the direction of R2012. Because the best-fit event location coincides with

R2012 and because both teleseismic and ocean wave sources are inconsistent with the seismic obser-

vations, we conclude that the May 9, 18:03 event was the seismic signal generated by the extension

of R2012.
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Figure 3.2: TSX and seismic data surrounding 10.5 km of rift propagation. All seismic data are vertical velocity seismo‐
grams recorded by station PIG2. (a) TSX data from May 8, 2012 04:04 (t1) before propagation of R2012. Black triangles
show on‐ice seismic stations. Inset shows location of PIG within Antarctica. (b) TSX data from May 11, 2012 03:13 (t2)
after propagation of R2012. Contours show the logarithm of root mean squared error (RMSE) in arrival time residu‐
als from a gridsearch of possible locations of the May 9 signal computed using on‐ice seismic stations and regionally‐
deployed seismic stations (not shown). Arrow denoted by θ shows backazimuth computed using the polarization of
seismic waves recorded by on‐ice seismic stations. (c) Seismogram spanning the time window between TSX data. Rift
event signal is highlighted in pink. (d) Seismogram of rift event filtered between 0.001 Hz and 1 Hz. In this frequency
band, signal is dominated by flexural gravity (FG) waves. Resonance of ice shelf modes results in an event duration on
the order of hours. (e) Seismogram of rift event filtered above 1 Hz. In this frequency band, signal is dominated by P
waves and surface waves. The abrupt decay of the rift event signal 302 s after the onset of the event indicates the
conclusion of rift propagation.
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To understand the dynamics of the observed rift propagation, we estimate the rate of extension

using the duration of radiated body and surface waves and the increase in length estimated from

TSX data. Radiated body and surface waves gradually increase in amplitude after event onset until

stopping abruptly after 302 s (Figure 3.2E), indicating the conclusion of propagation, when R2012

collided with R2011. We thus infer that the observed 10.5 km of rift extension occurred over 302 s,

corresponding to an average rupture velocity of 34.8 m/s. To the best of our knowledge, this is the

fastest rift propagation speed ever observed. R2012 extended over a duration of time two orders of

magnitude below the Maxwell time of ice, which is around 11 hours28, supporting the hypothesis

that the observed rift extension occurred through dynamic brittle fracturing. However, elastody-

namic theory predicts opening mode fracture propagation at rates approaching the Rayleigh wave

speed of the fracturing material127, which is between 1500 and 2000 m/s in the ice128. Why, then,

did R2012 propagate two orders of magnitude below the Rayleigh wave speed?

3.2 Model of Flexural GravityWaves on a Viscoelastic Ice Shelf

We analyze the response of PIG to rift propagation using a simple model of an infinite viscoelastic

beam. First, we write the governing equation for a purely elastic homogeneous dynamic beam:

ρiHi
∂2w
∂t2

+D
∂4w
∂x4

+ ρwgw+ ρw
∂φ
∂t

= 0

whereD ≡ E′I = EH3
i /[12(1 − ν2)] is the flexural rigidity with second moment of area I =∫ Hi/2

−Hi/2 z
2dz, E is the Young’s modulus of ice, ν is the Poisson’s ratio of ice, t is time, x is horizontal

position, g is gravitational acceleration constant,Hi is the ice thickness, ρi is the density of ice, ρw is

the density of water, w is the vertical displacement of the beam, and φ is the ocean surface velocity

potential.

We first take the Fourier transform in space of the governing equation to obtain:
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ρiHi
∂2w̄
∂t2

+Dξ4w̄+ ρwgw̄+ ρw
∂φ̄
∂t

= 0

where ξ is the wavenumber, w̄ is the Fourier-transformed displacement, and φ̄ is the Fourier-

transformed ocean surface velocity potential.

To obtain an expression for ∂̄φ/∂t, we solve the the ocean surface wave equation for a body of

water with infinite length and finite depth:

∂2φ
∂x2

+
∂2φ
∂y2

= 0 −∞ < x < ∞, −hw < y < 0

Taking the Fourier transform and applying the boundary conditions yields the following expres-

sion for φ̄ at the ocean surface:

φ̄ =
∂w̄
∂t

(
coth(ξhw)

ξ

)
We differentiate with respect to time to obtain ∂φ̄/∂t:

∂φ̄
∂t

=
∂2w̄
∂t2

γ

where γ =
coth(hwξ)

ξ

Substituting into the Fourier-transformed governing equation:

ρiHi
∂2w̄
∂t2

+Dξ4w̄+ ρwgw̄+ ρwγ
∂2w̄
∂t2

= 0

We take the Laplace transform in time to obtain:

ρiHis2w̄∗ +Dξ4w̄∗ + ρwgw̄
∗ + ρwγs

2w̄∗ = 0
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where s is the frequency. Dividing by w̄∗ and factoring:

(ρiHi + ρwγ)s
2 + ρwg = −Dξ4

We non-dimensionalize by ρwg:

(
1
N2 +

γ
g

)
s2 + 1 =

−Dξ4

ρwg
(3.1)

whereN =
√ ρwg

ρiHi
.

The above equation applies to a purely elastic beam. To extend the analysis to a viscoelastic beam,

we employ the viscoelastic correspondence principle. For a Maxwell viscoelastic material, the shear

modulus μ and Lamé’s first parameter λmay be rewritten in the Laplace transform domain as:

μ̄ =
sμ

s+ t−1
m

λ̄ =
sλ + Kt−1

m
s+ t−1

m

whereK is the bulk modulus, t−1
m =

η
μ is the Maxwell time, and η is the dynamic viscosity of ice.

By employing the variety of identities that relate elastic parameters and substituting, we obtain a

viscoelastic flexural rigidity D̄:

D̄ =

1
3H

3
i μ
(

3
2(1+ν) + (stm)−1

)
(
3(1−ν)
1+ν + (stm)−1

)
(1+ (stm)−1)

For convenience, we define ν1 ≡ 3(1−ν)
1+ν and ν2 ≡ 3

2(1+ν) :

D̄ =
1
3H

3
i μ
(
ν2 + (stm)−1)

(ν1 + (stm)−1) (1+ (stm)−1)

We substitute D̄ into Equation 3.1, and after much tedious algebra, obtain the dispersion relation

for a dynamic viscoelastic beam:
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(I+W)ν1s4 + (I+W)(ν1 + 1)t−1
m s3 +

[
(I+W)t−2

m + ν1 + Fν2
]
s2+

[ν1 + 1+ F] t−1
m s+ t−2

m = 0 (3.2)

where I = 1
N2 ,W =

γ
g , and F =

1
3H

3
i μξ

4

ρwg
.

In the subsequent sections, we use the dispersion relation defined by Equation 3.2 to analyze ice

shelf behavior. We obtain the solutions to Equation 3.2 by calculating the coefficients of each term

containing the frequency s and employing a numerical polynomial root finding algorithm.

3.2.1 Resonance periods

To calculate the resonance periods of PIG, we first identify the characteristic wavenumbers of the ice

shelf using the expression:

ξ =
π
d
(N+ 1)

where ξ is the wavenumber, d is the relevant ice shelf dimension, andN is the resonance mode,

with the fundamental mode corresponding toN = 0.

We compute the characteristic wavenumbers associated with the first three modes of the length

and width of PIG. We then solve the dynamic viscoelastic beam dispersion relation (Equation 3.2)

for each characteristic wavenumber to obtain the angular frequency corresponding to each mode.

We then finally compute resonant periods from the angular frequency of each mode.
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3.2.2 E-folidng time

To estimate the theoretical e-folding time for waves at the observed 600 s dominant period, we first

estimate the reflection coefficient for the ice-ocean interface. At long periods, the reflection coef-

ficient for flexural gravity waves incident on an ice front is approximately equal to the reflection

coefficient for shallow-water waves incident on a step change in water depth124:

R =

√
Hw −

√
Hc√

Hw +
√
Hc

Because we seek to explain the e-folding time for 600 s period waves, which are sufficiently long

period to propagate as shallow water waves with negligible flexure, we use the relation above to com-

pute a reflection coefficient of 0.257. Next, we compute the number of reflections n necessary for

the amplitude to decay by a factor of 1
e . We solve the following equation for n using the computed

reflection coefficient:

Rn =
1
e

We then obtain the velocity c for 600 s period waves by solving the dynamic beam dispersion

relation. Finally, we calculate e-folding time using the following relation, where L is 70 km length of

PIG:

tfold =
2Ln
c

3.2.3 Viscous damping

To analyze the influence of viscous damping on FG wave decay time, we compute the value of the

quality factorQ, which describes the decay of a damped oscillating system:
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Q =

∣∣∣∣ Im(s)
2Re(s)

∣∣∣∣
We computeQ using the numerically-determined roots s of the wavelike solution of Equation 3.2

and an asymptotic solution obtained by taking the Taylor series approximation of Equation 3.2 at

low frequency:

s ≈
√

−1
w

− 7
24

F

For the dominant 600 s period waves of the rift event signal, we compute aQ value of 8.5e5 using

the numerically-computed roots and aQ value of 4.96e5 using the asymptotic solution.

Q is also defined by:

Q = πn

where n is the number of cycles required for signal amplitudes to decay by a factor of e. We em-

ploy this relation to estimate the Q value of the observed rift signal to evaluate whether theQ value

associated with the ice shelf viscosity can explain the observed decay time. To estimate the observed

Q, we compute the time required for the signal to decay from its max amplitude Amax to an ampli-

tude of 1
eAmax and use the dominant period of the signal to convert the decay time to number of

cycles. This procedure is repeated at a variety of periods to obtain an estimate of observed Q as a

function of frequency. We determine thatQ for the observed 600 s period waves is 6.21. This value

is much lower than the computed theoreticalQ values, meaning that the observed waves decayed

much more quickly than predicted for an infinite viscoelastic beam. We therefore infer that the ob-

served decay time cannot be explained by viscous damping of the ice shelf. A physical interpretation

of this finding follows. At very low frequencies, FG waves propagate almost entirely as ocean sur-
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face waves, which cause the ice shelf to float up and down rather than flex. Because ice shelf flexure

is so minimal at these frequencies, the vast majority of FG wave energy is associated with ocean wave

propagation, which is insensitive to the viscosity of the floating ice shelf. Viscous damping is there-

fore unable to effectively damp such low frequency FG waves and cannot account for the observed

decay time.

3.3 Model of Ocean Coupled Rift Propogation

Wemodel the coupled ocean-rift system using simple linear elastic fracture mechanics and fluid

dynamics. We utilize a coordinate system where the ice shelf base has a vertical position of 0, the

ice front has a position of 0 in the y-direction, and the back of the rift has a position of 0 in the x-

direction. Our modeling employs the following equations, which are derived or discussed in more

detail in the following sections.

Conservation of water mass in the rift: u =
1

LHc

[
wL

dη
dt

+ wη
dL
dt

+ Lη
dw
dt

]
(3.3)

where η is the water level within the rift, w is the width of the rift, and u is the flow rate into the

cavity through a cross section of heightHc and length L, equal to the length of the rift.

Conservation of fluid momentum: Lc
du
dt

+ (Hw −Hc)
dη2

dt2
= g (Hw −Hc − η) (3.4)

where Lc is the horizontal position of the rift andHw is the height from the ice shelf base to the

hydrostatic water line.

Rift stresses: σ = Rxx +
ρwgη

2

2Hi
−

ρigHi

2
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Rift width: w = w0 +
πσ
4μ∗

L

where μ∗ = μ/ (1− ν), μ is the shear modulus, and ν is Poisson’s ratio.

Rift tip equation of motion:
dL
dt

≈ cr
(
1− K2

c
K2
I

)
(3.5)

whereKI is the stress intensity factor experienced by the rift andKc is the fracture toughness of

ice.

We seek to solve this system of ordinary differential equations for L and η. To take advantage of

widely-available solvers for systems of ordinary differential equations. An important class of such

solvers handles systems of equations with the form:

x′ = f
(
x, x′
)

i.e. systems that only have dependence on the first derivatives x′ of the state vector x. Through

algebraic manipulation, we write Equation 3.3, Equation 3.4, and Equation 3.5 in this form. This

requires introducing a dummy variable χ = η′ so the 2nd derivative η′′ can be written as a first

derivative. This also requires us to obtain an equation for χ′. We accomplish this by rearranging

Equation 3.4, analytically computing all the necessary derivative terms, and substituting. This pro-

cess yields a set of equations written in a convenient way for numerical solutions. However, the

equations in the previous sections are more physically interpretable, so the forms used for numerical

solution are not reproduced here. In our simulations, we first compute the ice shelf extensional

stressRxx necessary for a fracture of the prescribed initial geometry to experience a stress inten-

sity factor that barely exceeds the fracture toughness of ice. We then use compute the stress and

stress intensity factors corresponding toRxx assuming an initial steady-state water surface height of

η = Hiρw/ρi. This initiates fracture propagation at a rate determined by Equation 3.5. Rxx is held
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fixed through the simulation, and the stress applied to the rift evolves through time as η changes.

3.3.1 Conservation of fluid mass

Water entering the subshelf cavity has a mass flow rate ρuLHc, where u is the flow rate into the cavity

through a cross section of heightHc and length L, equal to the length of the rift. The mass flow rate

of water entering the cavity must equal the rate of change of the total mass of water within the rift:

ρuLHc =
d
dt

∫
ρdV

We rewrite the volume integral on the right as integration across the width of the rift, along the

length of the rift, and up the height of the water column in the rift:

ρuLHc = ρ
d
dt

∫ Lc+w

Lc

∫ L

0

∫ η

0
dzdxdy

where Lc is the distance from the ice front to the frontward side of the rift and w is the width of

the rift. We apply the Leibniz rule to the outermost integral:

ρuLHc = ρ
∫ Lc+w

Lc

d
dt

∫ L

0

∫ η

0
dzdxdy+ ρ

∫ L

0

∫ η

0
dzdx

d
dt
(Lc + w)− ρ

∫ L

0

∫ η

0
dzdx

dLc

dt

We assume Lc remains constant:

ρuLHc = ρ
∫ Lc+w

Lc

d
dt

∫ L

0

∫ η

0
dzdxdy+ ρ

∫ L

0

∫ η

0
dzdx

dw
dt

Evaluating integrals, we obtain:

ρuLHc = ρw
d
dt

∫ L

0

∫ η

0
dzdx+ ρLη

dw
dt
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In similar fashion, we apply the Leibniz rule to the remaining integrals:

ρuLHc = ρ
[
wL

dη
dt

+ wη
dL
dt

+ Lη
dw
dt

]
Finally, dividing by ρLHc yields an equation for u:

u =
1

LHc

[
wL

dη
dt

+ wη
dL
dt

+ Lη
dw
dt

]
(3.3)

3.3.2 Conservation of fluid momentum

Wemodel water flow from the open ocean through the subshelf cavity into the rift from below

using the unsteady Bernoulli equation. A brief derivation follows. FromNewton’s second law of

motion, the rate of change of linear momentummust equal the force per volume F applied on a

parcel of fluid:

D
Dt

(ρv) = F

We rewrite the total derivative term on the left and assume the fluid is incompressible:

ρ
(
∂v
∂t

+ v∇v
)

= F

We recall from vector calculus identities:

v∇v = (v · ∇)v =
1
2
∇v2 + v× (∇× v)

We assume the flow of water is irrotational, meaning the curl of the velocity field∇ × vmust
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equal 0:

v∇v = (v · ∇)v =
1
2
∇v2

Substituting, we obtain:

ρ
(
∂v
∂t

+
1
2
∇v2

)
= F

We assume that friction on the fluid is negligible. The only forces acting on the fluid are gravita-

tional force, equal to the gradient of gravitational potential energyU, and pressure gradient force,

equal to the gradient of pressure P:

F = −∇U−∇P = −∇ρgz−∇P

Substituting:

ρ
(
∂v
∂t

+
1
2
∇v2

)
= −∇ρgz−∇P

Rearranging:

ρ
∂v
∂t

+∇P+ ρ
1
2
∇v2 +∇ρgz = 0

Finally, we integrate over a stream line between two locations denoted 1 and 2 to obtain the equa-

tion of unsteady Bernoulli flow:

∫ 2

1

[
ρ
∂v
∂t

+∇P+ ρ
1
2
∇v2 +∇ρgz

]
dS =

∫ 2

1
0dS

ρ
∫ 2

1

∂v
∂t

dS+
[
P+

1
2
ρv2 + ρgz

]
2
−
[
P+

1
2
ρv2 + ρgz

]
1
= 0
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We now apply this result to the stream line connecting the cavity-ocean interface and the rift

water surface. At the base of the ice shelf where the subshelf cavity meets the ocean, z = 0, v = u,

and P = ρg(Hw − Hc), whereHw is the depth of the ocean,Hc is the height of the subshelf cavity,

and u is the flow rate from the ocean into the subshelf cavity. Therefore, we write:

[P+
1
2
ρv2 + ρgz]1 = ρg(Hw −Hc) +

1
2
ρu2

At the water surface in the rift, z = η, v =
dη
dt , and P = 0, where η is the height of the wa-

ter surface in the rift, and dη
dt is the rate that the height of the water surface changes. Therefore, we

write:

[P+
1
2
ρv2 + ρgz]2 =

1
2
ρ
dη
dt

2
+ ρgη

We split the stream line integral into two terms. The first term represents water flow from the ice

front to a rift with horizontal position Lc. The second term represents water flow from the bottom

of the rift to the water surface within the rift:

ρ
∫ 2

1

∂v
∂t

dS = ρ
∫ Lc

0

∂v
∂t

dy+ ρ
∫ η

0

∂v
∂t

dz

We assume that flow velocity is spatially constant from the ice front to the horizontal position of

the rift and from the bottom of the rift to the water surface in the rift. Flow velocity along each seg-

ment is therefore only a function of time, allowing partial derivatives to be replaced with ordinary

derivatives. Because v = u at the ice front and v = dη
dt at the water surface in the rift, we write:

ρ
∫ 2

1

∂v
∂t

dS = ρ
∫ Lc

0

du
dt

dy+ ρ
∫ η

0

d2η
dt2

dz
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Evaluating integrals yields:

ρ
∫ 2

1

∂v
∂t

dS = ρ[Lc
du
dt

+ η
d2η
dt2

]

Substituting the back into the Bernoulli flow equation:

ρ[Lc
du
dt

+ η
d2η
dt2

] + [
1
2
ρ
dη
dt

2
+ ρgη]− [ρg(Hw −Hc) +

1
2
ρu2] = 0

We divide by ρ and group terms:

Lc
du
dt

+ η
d2η
dt2

+
1
2

(
dη
dt

2
− u2

)
+ g(η− (Hw −Hc)) = 0

Wemove the terms with g to the right side:

Lc
du
dt

+ η
d2η
dt2

+
1
2

(
dη
dt

2
− u2

)
= g(Hw −Hc − η) (3.6)

3.3.3 Linearized conservation of fluid momentum

We linearize Equation 3.6 by considering perturbations from the system at rest. In this reference

state, all time derivatives are 0. We eliminate terms with time derivatives and replace η and uwith the

reference state water level η0 and flow rate u0:

− 1
2
u20 = g(Hw −Hc − η0)

From Equation 3.3, umust be 0 at rest, so the reference flow velocity u0 equals 0. We substitute

u0 into the above expression, divide by g, and rearrange to obtain an expression for the reference

water level η0:
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η0 = Hw −Hc

Wewrite the water level and flow velocity as the sum of the reference state and perturbations to

the reference state:

η = η0 + δη = Hw −Hc + δη

u = u0 + δu

We rewrite Equation 3.6 for perturbations from the rest state:

Lc
d
dt
(u0+δu)+(η0+δη)

d2

dt2
(η0+δη)+

1
2

[(
d
dt
(η0 + δη)

)2
− (u0 + δu)2

]
= g(Hw−Hc−(η0+δη))

We substitute the reference water level and flow rate:

Lc
d
dt
δu+ (Hw −Hc + δη)

d2

dt2
(Hw −Hc + δη) +

1
2

[(
d
dt
(Hw −Hc + δη)

)2
− δu2

]
= −gδη

We assume that products of perturbations or their derivatives are small and eliminate terms:

Lc
d
dt
δu+ (Hw −Hc)

d2

dt2
δη = −gδη

Having linearized the system, we rewrite for the total water surface height. Recalling that δη =

η− η0 and δu = u− u0:

Lc
d
dt
(u− u0) + (Hw −Hc)

d2

dt2
(η− η0) = −g(η− η0)
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Finally, we substitute the reference state variables and eliminate time derivatives of constants:

Lc
du
dt

+ (Hw −Hc)
dη2

dt2
= g(Hw −Hc − η) (3.4)

3.3.4 Rift stresses

The stress experienced by the rift is the sum of the ice shelf extensional stressRxx, the depth-averaged

ice overburden stress acting along the walls of the rift σi, and the depth-averaged water pressure

applied by the water within the rift σw:

σ = Rxx + σw − σi

where positive signs denote tension and negative signs denote compression. We write the depth-

averaged water pressure within the rift σw and the depth-averaged ice overburden σi for an ice shelf

with thicknessHi:

σw =
1
Hi

∫ η

0
ρwg(η− z)dz

σi =
1
Hi

∫ Hi

0
ρig(Hi − z)dz

Evaluating integrals yields:

σw =
ρwgη

2

2Hi

σi =
ρigHi

2

Substituting:
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σ = Rxx +
ρwgη

2

2Hi
−

ρigHi

2

3.3.5 Rift width

While real fractures vary in width along the fracture axis, we represent the rift using an spatially-

constant average width that varies through time. We obtain an expression for the average width by

integrating the standard parabolic crack profile along the fracture length129. The average width can

then be written the sum of the initial width w0 and a function of the fracture length L and applied

stress σ:

w = w0 +
πσ
4μ∗

L

where μ∗ = μ/(1− ν), μ is the shear modulus, and ν is Poisson’s ratio.

3.3.6 Rift tip equation of motion

We assume that an ice shelf rift can be approximated as finite fracture of length L in an infinite plate

subjected to uniform in-plane tension with magnitude σ. The opening mode stress intensity factor

KI for this geometry127 is:

KI = σ
√
πL

When the stress intensity factorKI is less than the fracture toughness of iceKc, fracture length

does not increase. IfKI exceedsKc, then fracture length increases at a rate dL/dt, which is approxi-

mately related to stress intensity factorKI and Rayleigh wave speed cr 127 by:

GcE
(1− ν2)K2

I
≈ 1− dL/dt

cr
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where ν is Poisson’s ratio andGc is the critical energy release rate, a material property which de-

scribes the rate at which potential strain energy must be released for fracture to occur. For plane

strain conditions, the critical energy release rate is related to the fracture toughnessKc
127 by:

Gc =
1− ν2

E
K2
c

Substituting:
K2
c

K2
I
≈ 1− dL/dt

cr

Rearranging, we obtain a convenient equation for the approximate motion of the rift tip:

dL
dt

≈ cr
(
1− K2

c
K2
I

)
(3.5)

3.4 Results ofMechanicalModeling

We hypothesize that coupling between rift propagation and water flow within the rift explains rup-

ture at a small fraction of the Rayleigh wave speed. To test the hypothesis, we develop a simple

model of rift propagation that couples brittle fracture and water flow. The rift is represented by a

linear elastic fracture in an infinite plate subject to uniform uniaxial tension. Fluid flow through

the subshelf cavity into the rift is represented using the unsteady Bernoulli flow approximation. To

initiate rift extension, we apply the stress required for a fracture of a chosen initial geometry to expe-

rience a stress intensity factor that just exceeds the fracture toughness of ice. As the rift propagates,

the total volume within the rift increases, and water rushes in to fill the rift. However, the rift’s vol-

ume increases more quickly than the rate of water inflow, reducing the average water height within

the rift and decreasing the depth-integrated water pressure that acts to open the rift. The lower wa-

ter pressure reduces the total resolved stress that drives rift opening, and in turn, limits the rate of
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propagation. This effect results in a far lower rupture velocity than predicted for a rift with a static

water height. If propagation stops abruptly, fluid inflow continues due to inertia and overshoots the

steady-state water line, resulting in simple harmonic oscillations about the steady-state water line

(e.g., Figure 3.2B after t = 300 s). These simple harmonic oscillations occur at the sloshing period,

Tslosh = 2π
√

M/g, whereM = Lcw/Hc + Hw − Hc is a measure of the effective cross-sectional

area of water being transported, Lc is the distance from the rift to the ice front, w is the width of the

rift,Hc is the distance from the seafloor to the base of the ice shelf, andHw is the distance from the

seafloor to the water surface.

We model R2012 using an initial length of 3.9 km and an initial width of 90 m that were mea-

sured from TSX data. We assume that the ice shelf has a uniform ice thickness of 400 m, estimated

from a high-resolution digital elevation model of PIG from 2012107, and a uniform water depth of

840 m, estimated from a gravity-derived model of Pine Island Bay bathymetry130. The rift is sub-

jected to a spatially-uniform extensional stressRxx. The magnitude ofRxx is obtained by computing

the stress required for a rift with the measured initial geometry to begin unstable propagation and

identifying the additional stress needed for the rift to grow 10.5 km in 302 s. We find that an applied

stress of approximately 161 kPa results in 10.5 km of propagation over a duration of 302 s at an av-

erage rate of 34.8 m/s. The predicted rupture velocity of 34.8 m/s agrees with the observed rupture

velocity, strongly supporting the hypothesis that coupling between rift propagation and water flow

limited the observed rupture velocity to a small fraction of the Rayleigh wave speed. Without fluid

coupling, a fracture of the same initial geometry subjected to the same magnitude of stress reaches

99% the Rayleigh wave speed in 302 s, highlighting how significantly the mechanism we propose

influences the dynamics of rift propagation.
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Figure 3.3: Model of fluid‐coupled fracture. In all panels, the black curves show model results for a rift coupled to hy‐
drodynamics, and the orange curves show model results for a rift uncoupled to hydrodynamics. (a) Illustration of the
proposed mechanism for rift propagation at a small fraction of the Rayleigh wave speed (cr). As the rift propagates, the
increase in total volume within the rift drives the fluid to flow into the rift from below. (b)Modeled perturbation from
hydrostatic water level induced by rift propagation. In the coupled case, the water level initially decreases because fluid
cannot flow into the rift fast enough to maintain the hydrostatic water level. Once the rift propagation concludes, fluid
flow overshoots the hydrostatic water level and oscillates at the sloshing period Tslosh. In the uncoupled case, the wa‐
ter level in the rift does not change. (c)Modeled rift propagation rate through time. In the coupled case, propagation
occurs at a small fraction of cr because the decreasing water line reduces the water pressure acting to open the rift. In
the uncoupled case, propagation approaches cr rapidly and remains constant once cr is reached. (d)Modeled rift length
through time for 500 s of rift propagation. (e)Modeled rift length through time for 302 s of rift propagation. In the cou‐
pled case, the rift length increases by 10.5 km at an average rate of 34.8 m/s, corresponding closely to the observed
propagation rate of R2012. In the uncoupled case, the rift length increases by over 500 km at a rate far exceeding the
observed propagation rate of R2012.
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3.5 Discussion

Our observations suggest that ice shelf rift propagation occurs more rapidly than previously known.

An immediate conclusion from this observation is that the timescale of fracture at R2012 is well

within the regime of brittle fracture. Yet our observations and modeling show that the rift propa-

gation of R2012 was not purely governed by the laws of linear elastic fracture mechanics (LEFM)

because rift propagation was slowed down by interaction with the ocean. Several aspects of R2012

warrant further discussion.

Rapid rift propagation represents a possible mechanism of sudden ice front retreat or ice shelf

collapse. While previous observations of rift propagation have overwhelmingly captured gradual or

episodic propagation49,38,45,105, we show that O{10} km of rift propagation can occur in a matter

of minutes. It is unknown whether this represents a rare class of rift behavior or a relatively com-

mon class of rift behavior that has remained undetected until now due to the temporal aliasing of

remotely-sensed observations and a scarcity of ice shelf seismic deployments. As PIG continues

to accelerate, elevated stresses and shear margin weakening are expected to enhance rift propaga-

tion117,74, which can, in turn, lead to ice front retreat, buttressing loss, and further acceleration27.

Our observations suggest that such feedbacks at PIG and other unstable ice shelves across Antarctica

may progress more rapidly than anticipated.

Flexural gravity (FG) waves generated by rift propagation can carry significant stresses. We use the

wave impedance tensor48 to compute the maximum flexural stresses carried by FG waves recorded at

each local station and estimate a mean flexural stress of 3.26 kPa, consistent with typical ocean wave-

induced flexural stresses on Ross Ice Shelf48,85 and potentially large enough to trigger additional

fracturing within the ice shelf. However, PIG typically experiences a lower degree of ocean wave

excitation than Ross Ice Shelf126, so FG waves generated by rift propagation may exert a greater in-

fluence than ocean waves on the stability of fractures on PIG. The 600 s dominant period of the
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recorded FG waves is between the gravest ice shelf resonance period (∼ 1600 s) and the sloshing pe-

riod (Tslosh ∼ 100 s), suggesting that both of these processes are involved in generating the observed

FG wave field. Accounting for radiative losses at the ice front using the relevant reflection coeffi-

cient124 results in an underestimate of the e-folding duration (i.e., time to achieve decay by a factor

of 1/e) of the wave field as 16.7 minutes. However, it takes 38.2 minutes for recorded FG waves to

decay by a factor of 1/e. The e-folding duration is therefore plausibly attributed to wave generation

by water sloshing within the rift that continues after rift propagation ceases (see, for example, Fig-

ure 3.3B).

We infer that large rift propagation events induce mixing in the subshelf cavity. Our model pre-

dicts that ocean water enters the rift at an average volumetric flow rate of 1.1 Sv during the 302 s

duration of rift propagation. Although the total flux is small due to the 302 s duration, we expect it

to induce significant mixing because the vertical flow induced by rift propagation acts perpendicular

to roughly horizontal isothermal surfaces131,132. Furthermore, despite significant thermocline vari-

ability, sub-shelf waters in the vicinity of the rift R2012 are deep enough to consistently reach the

depth of warm circumpolar deep waters87. Rift propagation in this setting is therefore inferred to

elevate isothermal contours and cause warming of the ice–ocean interface. Localized, repeated rift

propagation in areas like the northern shear margin of PIG (Figure 3.2A) may then initiate a feed-

back wherein rift propagation induces mixing and localized melting that contributes to marginal

weakening74 and formation of basal melt channels121,122, promoting further rift propagation.

We conclude that the ocean exerts a profound influence on rift propagation. Whereas the largest

fracturing events on land, i.e., tectonic earthquakes, are ultimately inertially limited133, our observa-

tions and models imply that the largest fracturing events in ice, e.g., ice shelf rift propagation events,

are ultimately hydrodynamically limited. We therefore add to the body of literature documenting

diverse ice–ocean interactions and demonstrate that extreme ice shelf sensitivity to ocean conditions

extends to the fine-scale dynamics of rift propagation.
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Who cares if we’re obscure

Homecoming serf

I know this quiet life, it used to hurt

But now we’re dancing round and laughing in the dirt

Sidney Gish .

4
New frontiers in glacier borehole

distributed acoustic sensing

84



Most observations of ice sheet dynamics rely on measurements of the ice sheet surface,

whether they are geodetic, seismic, or remotely sensed. While the spatial coverage and resolution of

information about surficial glacier structure and motion is high due to the prevalence of satellite and

airborne remote sensing, the pointwise nature of most ground-based measurements limits their spa-

tial coverage, particularly below the glacier surface. Our understanding of glacier dynamics at depth

therefore remains limited by the relatively small number of direct measurements that can be made

within and below glaciers. The motion of many glaciers is highly coupled to frictional, deforma-

tional, and hydrological processes near the glacier bed, but basal properties are often inferred from

models of ice flow because of the challenges inherent to directly observing the bed directly. Because

most ice dynamical models are therefore solely constrained using surface measurements, our capabil-

ities to forecast glacier behavior in a changing climate hinges on the accuracy of our representations

of the glacier processes acting at depth.

Ice mass loss from the Greenland ice sheet (GIS) currently makes the largest contribution to

global mean sea level rise, necessitating an understanding of the processes that control ice flow dy-

namics and melt in Greenland. At its margins, the GIS flows into the ocean, discharging ice that

contributes to rising sea level134. At its surface, the Greenland ice sheet melts where seasonal snow

cover and glacier ice contact the atmosphere. Surface melting is strongly seasonal, with melt concen-

trated in the summer months when the air temperature at the surface often exceeds 0oC135. Melting

generates water flow across the surface of the ice sheet that eventually enters the ocean as runoff. A

portion of the flowing across the surface of Greenlandic glaciers flows to the base of the ice sheet

through fractures and channels. The accumulation of water at the glacier bed increases the basal

water pressure, resulting in a decrease in the contact area between the glacier and its bed, reducing

basal friction and allowing faster glacier flow136. As a result, the flow of Greenlandic glaciers, ice dy-

namical loss, and surface melting are, in fact, coupled processes that cannot be accurately modeled

in isolation. Understanding the ice dynamics of the GIS and predicting its behavior in a warming

85



climate thus requires an understanding of sliding and hydrological processes that act at the base of

the ice sheet.

Boreholes remain one of the only ways to directly measure depth-varying processes and structure.

Extracting ice cores provides a 1-D structure of the ice fabric and material properties from within

the borehole. Geophysical sensors can be deployed along the borehole, commonly used to mea-

sure seismic activity and pore pressure. Typical ice borehole experiments involve several sensors at

most, given the logistical challenges of remote field operations and deploying instruments at depth.

Recent experiments have involved the deployment of optical fiber that can be turned into dense

arrays of geophysical sensors using new distributed optical sensing technology. This technique in-

volves shooting laser light pulses into a fiber optic cable and interpreting the phase or frequency of

backscattered light as related to strain (Distributed Strain Sensing - DSS), strain rate (Distributed

Acoustic Sensing - DAS), and/or temperature (Distributed Temperature Sensing - DTS). Several

recent experiments involved either measurements in Greenland137,138,139, Antarctica140,141,142, and

mountain glaciers143,144.

This study explores the 3-day continuous DAS recording from July 6, 2019 to July 9, 2019 at

Store Glacier in West Greenland. The field experiment involved several boreholes with bottom pres-

sure sensors, one borehole with DAS and DTS, and the acquisition of several hammer shots for

geophysical imaging137,138,139. Figure 4.1 displays the field areas, geophysical sensing configurations,

and a schematic representation of the fiber and interrogator sensing geometry.

This study focuses on the continuous recordings made by the borehole DAS system. We first

discuss and interpret the direct observations made from amplitude measurements in light of the

fluctuations in bottom pore pressure and surface velocity revealed by previous studies. Second, we

present the first observations that reveal the properties of S waves traveling at the bottom of the ice

sheet. Third, we find persistent sources of seismic waves at the bottom of the ice sheet, which we

interpret as hydrological and sliding noise.

86



Figure 4.1: Study site and distributed acoustic sensing (DAS) deployment. (a) Surface of Store Glacier and the location
of the borehole used to deploy fiber optic cable for DAS. Note the surface water flow that drains through a moulin near
the borehole. Red dots show active source shot locations in a previous study139. The inset shows the location of Store
Glacier within West Greenland. (b) On‐site interrogator and data analysis station. (c)Machinery used to drill borehole
BH19c and carry out active source seismic analysis in Booth et al., 2020139. (d) Geometry of fiber optic cable, including
lateral distance on the surface, vertical extent, and channel spacing. Figure used with permission
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4.1 Observations

The DAS data is recorded with a Silixa iDAS™ interrogator, with a gauge length of 10 m, a chan-

nel spacing of 1.021. The geometry of the array is interpreted and shown in Figure 4.1. The sam-

pling rate changed a day after the start of the experiment from 1000 Hz to 4000 Hz. To analyze the

recorded DAS data and infer the source of recorded signals, we analyze the spatiotemporal distri-

bution of the ambient seismic field. For a signal with n samples, we define the Root-Mean-Square

(RMS) amplitude as:

xRMS =

√
1
n
(x21 + x22 + ...+ x2n)

First, we filter the data between 1 and 100 Hz. Then, we compute the RMS of each 30 s time

window and at each channel. This procedure yields a representation of the average signal strength

as a function of space and time. The result of our RMS calculation is shown in Figure 4.2. At the

beginning of the signals, the upper few hundred meters of the borehole are seismically loud. This

near-surface noise is likely generated by human activity, electrical noise, and mechanical noise in

the nearby field camp. These signals appear extremely well bounded in depth and in time. Such

signals are unlikely to be generated by natural phenomena, and we therefore do not seek to interpret

the physical mechanisms that generated such noise. However, a few signicant features are readily

identified in the spatiotemporal distribution of noise, which we discuss in the sections below.

4.1.1 The sounds of freezing ice

At the start of the deployment on July 6, the signal strength is elevated at around 600 m depth, in-

dicating a region where the cable is experiencing an elevated strain rate. Over the next three days,

this noise source migrates from 600 m in both directions of the cable (orange line in Figure 4.2).
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Figure 4.2: RMS of noise recorded by DAS deployment as a function of channel depth. The RMS was computed for
each 30 s time window in the dataset at each channel along the cable on the frequency band 1‐100 Hz. The orange
dotted line shows the inferred location of the borehole freezing front. The blue dotted circles show periods of elevated
near‐surface noise generated by surface water flow and percolation due to diurnal surface melt.

While the upward-migrating noise source reaches the surface by the end of the deployment, the

downward-migrating noise source stabilizes at around 850 m depth. Distributed temperature sens-

ing (DTS) data collected at BH19c over the same period of time records that the location of the

phase transition closely tracks the position through time of the migrating signal we observe in the

DAS data137. From this observation, we infer that the fiber optic cable experiences an elevated strain

rate at the location of the phase change from liquid water to solid ice within the borehole.

Two mechanisms may account for straining at the freezing front. First, because ice has a lower

density than water, freezing increases the volume of material within the confined borehole. As the

water in the borehole freezes, the cable is therefore subjected to radially uniform compression that

generates axial strain according to the Poisson’s ratio of the optical fiber. This strain is applied on

a timescale related to the duration of the phase change and remains constant in magnitude once

freezing is complete, resulting in a strain rate signal that moves through space synchronously with

the phase change front as the borehole refreezes. Second, any sloshing within the water-filled regions

of the borehole will generate pressure fluctuations at the edges of the frozen region of the borehole.
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Because the boundary between frozen ice and liquid water filling the borehole coincides spatially

with the freezing front, strains generated by sloshing are expected to migrate with the freezing front.

Presently, we cannot rule out either mechanism, and both effects may contribute to the observed

strain rate signal.

4.1.2 Englacier Hydrology

We observe noise in the upper 200 m of the cable that fluctuates in signal strength diurnally. Through-

out each day, the amplitude of the signal gradually increases, reaching maximum strength at local

hours 16:00 before decaying. Figure 4.2 shows the spatiotemporal signal of the near-surface diurnal

signal (indicated by the light blue ovals). Spatially, the signal achieves maximum strength at about

100 m depth and subsequently decays with increasing depth. We hypothesize that this near-surface

signal is generated by the downward flow of surface meltwater through the glacier. In general,

Greenlandic glaciers experience peak surface melt in the afternoon, consistent with the timing of the

noise recorded in the DAS data. As the glacier surface experiences melting, meltwater flows downs-

lope across the glacier surface, eventually reaching moulins and fractures that allow downward flow

into the glacier. Previous borehole measurements indicate that crevasse penetration to depths of a

few hundred meters is pervasive on Store Glacier145, providing a route for surface meltwater to flow

to depths consistent with the location of maximum diurnal signal strength. Furthermore, the bore-

hole study site is nearby active surface channels, two moulins, and a fracture system implicated in

the drainage of a supraglacial lake, indicating that vertical water transport readily occurs in this area

of Store Glacier137,146.

To further explore the hypothesis that the recorded near-surface noise is hydrological in origin, we

explore the relationship between surface noise, basal water pressure, and surface velocity. However,

a previous study found that borehole BH19c, in which the DAS cable was deployed, terminates in

a hydrologically-isolated cavity with basal water pressure that is out-of-phase with ice flow velocity
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and water pressure within the effective subglacial hydrological system138. We therefore compare

the phase of the diurnal RMS signal to basal water pressure recorded at nearby borehole BH19e

and GNSS-derived surface velocity data from a previous study of the same study site at roughly

the same time period138. Another limitation is that surface velocity and water pressure at BH19e

were not recorded until after the three-day DAS deployment had concluded. We account for this

by comparing the RMS signal to pressure and velocity data recorded 24 days later and aligned based

on the time of day, assuming that our observed RMS is diurnal outside of the recording window.

Figure 4.3 displays the mean RMS through time as a function of depth with basal water pressure

recorded at BH19e and GNSS-derived surface velocity.

Because the RMS data are from a different time period than the pressure and velocity data, we

interpret only the relationships between the phase of the signals rather than the precise relation-

ship between signal amplitudes or any fine-scale features of the data. First, basal water pressure is

aligned in phase with ice flow velocity, consistent with the standard theory that elevated bed pres-

sure allows faster glacier sliding136 and with previous work at Store Glacier138. Second, both basal

water pressure and flow velocity are aligned with the diurnal RMS signal with a lag of about four

hours. Because basal water pressure is expected to reach a maximum once surface meltwater has

fully percolated downward through the glacier, we hypothesize that the four-hour lag between basal

pressure and the diurnal RMS signal is related to the timescale of vertical water transport. Because

the crevasses that cover Store Glacier penetrate a few hundred meters145 before closure, water can

quickly flow to the base of crevasse networks, consistent with elevated RMS at a depth of around

100 m a few hours before peak basal water pressure. However, once pooled at the bottom of these

networks of crevasses, water must flow through the remaining 900 m of the glacier’s thickness, likely

through a more distributed network of far narrower conduits. This results in a slower flow through

the majority of the glacier’s thickness, explaining the observed lag between the diurnal RMS signal

and basal water pressure and the reduced signal amplitude at depths below a few hundred meters.
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Figure 4.3: Correlation of surface noise, basal water pressure, and surface ice flow velocity. Red dotted line shows basal
water pressure recorded at a nearby borehole (BH19e). The gold line shows diurnal fluctuation in ice flow velocity.
Note the correspondence in phase between basal water pressure and ice flow velocity. Absolute flow velocities are
not shown for simplicity. Purple, crimson, and orange lines show the average noise RMS recorded by channels in the
depth bins in the legend. Peak amplitudes in seismic noise are recorded each day in the mid‐afternoon when the diurnal
surface melt is highest. Maximum basal water pressure and fastest flow velocities are recorded about 4 hours after each
maximum in seismic noise. Note that surface flow velocity and basal pressure at BH19e were not recorded during the
DAS deployment. The data displayed here, recorded 24 days later, are properly aligned in reference to time‐of‐day and
are emblematic of typical diurnal patterns in basal water pressure and flow velocity.

We therefore infer that the infiltration of surface meltwater to the base of Store Glacier occurs on

timescales of roughly four hours, consistent with previous studies that observe englacial water trans-

port over timescales on the order of hours147,148,149.

4.1.3 Basal Soundscape

To further interrogate the recorded DAS data and its relationship to glacier basal dynamics, we con-

struct a spectrogram using the average trace of ten channels near the glacier bed. We find two main
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Figure 4.4: Spectrogram of data recorded by basal DAS channels. The spectrogram was computed using the average
trace of data recorded between 1025 m and 1035 m depth. Note the presence of gliding lines between 0.01 and 0.5 Hz
and elevated signal power below 0.01 Hz.

characteristics of the acoustic signals at the base of the glaciers. Figure 4.4 shows that the basal chan-

nels record gliding tremor lines between 0.01 Hz and 0.5 Hz and low-frequency noise with peak

power below about 0.01 Hz. The power and frequency of both signals vary through time, with

no clear connection to each other or the diurnally-periodic surface noise, basal water pressure, and

ice flow velocity signals. While gliding lines are often indicative of tremor generated by stick-slip

basal sliding150,151, the lack of clear repeating icequakes supports an alternative source. Until more

comprehensive analysis can be carried out, the exact mechanisms of basal noise generation and the

source of gliding lines remain elusive.

4.2 Ice Structure andDynamics using Ambient Noise Cross Correlation

The cross-correlation of the ambient seismic field can reveal the elastic properties of the material

between channels152,153(i.e., the ice column in this case) and about the sources that excited the co-
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herence wavefield154. No investigation has yet had the opportunity to image the full ice thickness

with such dense measurements. To analyze the propagation of seismic waves through the thickness

of Store Glacier, we carry out cross correlation of the DAS dataset. The DAS data contains 2688

channels and over 8.5 TB of raw data. We developed a fast workflow that we describe below. In seis-

mology, the cross-correlation of ambient noise is used to interrogate the material properties and

structure of the medium between two seismic stations. We compute the cross-correlation between

data recorded by each channel of the cable using the algorithm described below.

4.2.1 Cross correlation algorithm

We develop a new workflow that is highly scalable and fast using the computing language Julia and

preliminary work on ambient noise cross-correlations155,156. The efficiency of workflow is ensured

by executing the majority of processing and computation on graphical processing units (GPU). We

adapt the core functionality of this software to the specific array configuration of the DAS borehole

array (Fig. 4.1). The data is organized in 30 s long SEG-Y files.

We first perform data pre-processing. During the first day of the deployment, each file was recorded

at a sampling rate of fs = 1000 Hz. During the second two days of the deployment, each file was

recorded at a sampling rate of fs = 4000 Hz. To improve the speed of the process, we downsam-

ple all data to the sampling rate fs = 400 Hz before filtering between 1 Hz and 200 Hz. We first

detrend, demean, bandpass filter between 1 and 200 Hz, and taper the data to avoid artifacts in the

Fourier transform.

DAS seismic data tends to have a coherent, instantaneous noise that all channels sense, which is

an artifact typical to DAS interrogators. We filter this coherent noise of infinite apparent wavespeed

using an F-K filter to only select waves that travel between 1000 /s and 4000 m/s, which are the ex-

pected range between surface waves and body waves. We FK filter the data by first taking the Fourier

transform in time and in space (i.e., along the axis defined by each time sample and the axis defined
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by each spatial channel) for each leg of the borehole separately. Then, regions of the transformed

data matrix that correspond to phase velocities outside the desired range (1000-4000 m/s) are set to

zero. Gaussian filtering is then applied to smooth the transition between nonzero and zero-valued

regions of the data matrix and thereby avoid producing artifacts associated with taking the inverse

Fourier transform of a discontinuous function. Finally, we take the inverse Fourier transform along

both axes to return the FK-filtered data to the time and space domain.

Then, we use the typical noise pre-processing. There are two types of normalization to improve

the amplitude of the coherent waves. First, the frequency-domain normalization method seeks to

whiten the spectra of data (i.e. make the amplitude spectra of recorded noise flat with respect to

frequency). It has been shown to improve the quality of ambient noise cross-correlation functions

by reducing the dominance of the frequencies associated with the ocean-generated microseism153.

Second, the time-domain normalization has been shown to improve the quality of ambient noise

cross-correlation functions by reducing or removing entirely the contribution of high amplitude

signals in the input data like local seismic events or teleseismic wave arrivals153. We use the one-bit

normalization, which preserves only the sign of the data. In this case, the emergence of coherent

signals in the cross-correlation function is dominated by constructive interference of recorded waves

and any influence of strong amplitude events is removed.

After the preprocessing, we finally compute the cross-correlation functions for every pair of

channels in the dataset. Before correlation, we trim the data into 10-second long windows in order

to compute three cross-correlations per file. Short windows and further stacking has been shown to

improve the signal-to-noise ratio of the cross-correlations. To efficiently compute correlation func-

tions, we take the Fourier transform of the entire data matrix along the time axis. Then, we mul-

tiply the complex conjugate of the transformed data from a single channel (ci) by the transformed

data from every other channel (ci+1...cn) and take the inverse Fourier transform of their products

to yield the correlation functions corresponding to the channel pairs [ci, ci+1], [ci, ci+2], ...[ci, cn].
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This procedure is repeated for the transformed data from each channel to yield a matrix contain-

ing the correlation functions for each channel pair the along the cable. We then linearly stack all of

the cross-correlations over time to form a 3-day average correlation. Finally, we spatially stack cross-

correlations using a novel stacking algorithm described below.

4.2.2 Spatial stacking algorithm

To improve the signal emergence and coherence of the resulting correlation functions, we stack the

correlation functions spatially using the correspondence between channel pairs on the downgoing

and upgoing portions of the cable. Because the cable is deployed in a U-shaped geometry, any given

channel on the downgoing cable is aligned spatially with a particular channel on the upgoing cable.

For a U-shaped cable with n channels in the borehole, channels c1 through cn/2 represent the down-

going portion of cable and channels cn/2+1 through channels cn represent the upgoing portion of

the cable. Therefore, channels c1, c2, c3, ..., cn/2 are each respectively aligned in depth with channels

cn, cn−1, cn−2, ..., cn/2+1. In addition, cross-correlation functions computed using channel pairs on

the downgoing cable are directly analogous to cross-correlation functions computed using the cor-

responding pairs on the upgoing cable. For instance, the correlation function computed using chan-

nel pair [c1, c2] represents the same wave propagation path as the correlation function computed

using channel pair [cn, cn−1]. These channel pairs are depicted in Figure 4.5 as ”Leg 1” and ”Leg 2”

respectively. Correlation functions computed using pairs of channels that include one channel from

each portion of the cable are similarly analogous. For instance, the correlation function computed

using channel pair [c1, cn−1] represents the same wave propagation path as the correlation function

computer using channel pair [c2, cn]. These channel pairs are depicted in Figure 4.5 as ”Leg 3” and

”Leg 4” respectively. To exploit this feature of the deployment, we stack the correlation functions

computed using analogous channel pairs as shown in the schematic Figure 4.5 by extracting and

summing the correlation functions corresponding to each leg from the overall matrix of correlation
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Figure 4.5: Schematic of cross‐correlation function stacking algorithm. To improve the signal‐to‐noise ratio, correlation
functions computed using corresponding pairs of stations from each portion of the cable were summed. Leg 1 corre‐
lation functions were computed using each pair of stations on the downgoing portion of the cable. Leg 2 correlation
functions were computed using each pair of stations on the upgoing portion of the cable. Leg 3 and leg 4 correlation
functions were computed using pairs of stations from the downgoing and upgoing portions of the cable. The overall
stack is retrieved by summing the corresponding correlation functions from each leg.

functions.

4.2.3 Cross-correlationwavefield

We now briefly describe the cross-correlation wavefield. Given its complexity and richness, further

analysis will help discriminate and interpret all the features of the recovered wavefield. We show the

correlation wavefield from a channel near the top of the borehole in Figure 4.6 and from channels at

a variety of depths in Figure 4.7. We note that correlation functions computed in reference to basal

channel exhibit conjugate symmetry with correlation functions computed in reference to surface

channel (Figure 4.6 and Figure 4.7d).

The first transformative result of our analysis is the ability to detect variations in P and S wave

speed throughout the ice column without the need for an active source. We find that wave speed
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Figure 4.6: Stacked correlation functions for a virtual source near the glacier surface. Displayed correlation functions
computed in reference to a channel at the top of the borehole and filtered between 1 and 50 Hz. P and S wave are
shown by the purple and orange lines respectively. Anomalous slow phase, inferred to be a borehole tube wave, is
shown in blue. The dotted line shows the depth of the transition between Holocene and Wisconsin ice.
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are relatively uniform, consistent with wave speeds determined by the active survey139. We find a P-

wave speed of just below 4000 m/s and S-wave speed 1860 m/s approximately from visual inspection

of the moveout. We also observe a slower phase propagating at 1000 m/s, which we interpret as an

interference wave traveling along the borehole wall157, colloquially referred to as a ”tube wave”.

Second, the correlation wavefield reveals information about the structure of the glacier with

depth. We observe wave reflections at depths ranging from 300 m to 450 m, indicating structures

that reflect and scatter incoming waves. This set of structures coincide in depth with the decay in

hydrological noise, which we believe is related to the closure of crevasses at depths of a few hundred

meters145. We therefore propose that the observed seismic wave reflections at∼300-450 m depth

are generated when seismic waves are incident on the tips of vertical glacier crevasses. A second well-

localized reflector is visible at 900 m depth. Below this depth, noise propagating from the surface

is significantly reduced in amplitude due to the reduction in transmitted seismic energy associated

with reflections. Previous work in the region localized the transition between Holocene age ice to

older, Wisconsin age ice to about 85% of the ice thickness, or a depth of about 890 m139,158,159. We

therefore interpret the reflector at 900 m as the Holocene-Wisconsin transition, and conclude that

ambient noise correlation of DAS data is capable of clearly resolving ice structure.

Third, correlation functions near the base of the glacier achieve high values around a lag of zero

seconds, indicating that noise is propagating upward from the glacier bed. While much of the ap-

parent basally-generated wave energy propagates at the same velocity as the interference phases gen-

erated at the borehole surface, we observe basally-generated signals that propagate at the P-wave

speed, indicating a source of elastic wave radiation at the base. Possible mechanisms include glacier

sliding or subglacial water flow. The basal noise source may also be related to the elevated low fre-

quency noise and gliding spectral lines near the borehole base seen in Figure 4.4. Further work will

seek to precisely localize the source of the basal noise in space and time and to determine the mecha-

nism generating noise at the glacier bed.
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Figure 4.7: Stacked correlation functions for virtual sources at depth. (a) Same as Figure 4.6 but displayed correlation
functions were computed in reference to channel at 300 m depth. (b) Correlation functions computed in reference to
channel at 600 m depth. (c) Correlation functions computed in reference to a channel at 800 m depth. (d) Correlation
functions computed in reference to channel at glacier base (1043 m depth). Note the conjugate symmetry between
correlation functions computed in reference to surface and basal channels.

100



4.3 Conclusions

By exploring the diverse range of signals and processes recorded at Store Glacier, we demonstrate

the incredible potential of borehole DAS to study glacier dynamics. No other existing methods are

capable of recording data at such high resolution in both space and time. As shown here, DAS data

can be used in a variety of analyses ranging from simple analysis of the spatiotemporal distribution

of noise to more complex methods like cross-correlation of ambient noise. From only three days of

data, we constrain ice structure, hydrological processes, borehole freezing dynamics, and potentially

basal sliding dynamics. Furthermore, additional information likely remains encoded in this rich

dataset to be uncovered in further investigation. We conclude by noting that the preliminary work

presented here serves merely as the beginnings of a more thorough investigation that will continue

to explore the frontiers of glacier borehole DAS.
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5
Conclusion
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I conclude by revisiting the questions posed at the beginning of the work. Are

rifts sensitive to environmental stresses, or are they controlled solely by the background ice flow dy-

namics that drive ice shelf extension? Our analysis of icequakes generated at a stagnant rift in the

Ross ice shelf shows that fracture at rifts is sensitive to stresses that arise from extremely cold air tem-

peratures and from tidal displacements of the ice shelf. Our analysis of flexural gravity waves gen-

erated by rift propagation in Pine Island Glacier ice shelf shows that the large-scale rift propagation

responds to changes in ice flow dynamics that are driven by elevated ocean melt. While environmen-

tal stresses may not be the dominant mechanism driving rift propagation in all cases, we conclude

that environmental stresses certainly can play an important role in controlling the timing and rate of

rifting.

How do the ice shelves move and flex in response to rifting? At Pine Island Glacier, gradual rift

propagation generates flexural gravity waves that propagate tens of kilometers across the ice shelf.

Our work shows that rapid rifting on lengthscales of tens of kilometers can excite ice shelf resonance

that lasts for hours after fracture quiescence, causing bobbing and flexure of the entire ice shelf. We

conclude based on our observations that flexural gravity wave generation is the dominant elastic

response of ice shelve to rifting.

How quickly can rifts propagate? Do rifts propagate through brittle fracture? Do rifts present

a mechanism of rapid ice shelf collapse and loss of buttressing? We observe 10.5 km of rift propa-

gation at a rate of 35 m/s, the fastest known episode of rift propagation. Despite being two orders

of magnitude slower than the theoretical speed limit of opening-mode linear elastic fractures, such

a rate can only be explained by brittle deformation. This indicates that rifting certainly cannot be

modeled as a viscous or plastic deformational process in all cases. While faster propagation rates

may be possible in the presence of extreme tensional stress, our observations and modeling suggest

that the maximum speed of rift propagation is limited by hydrodynamic processes. Nonetheless, we

conclude that tens of kilometers of rift propagation can occur in a matter of minutes. This suggests
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that rifting cannot be thought of simply as a steady-state process that maintains the position of the

calving front. Instead, rifting must be evaluated a dynamic process that is capable of rapidly causing

iceberg calving, ice front retreat, and loss of ice shelf buttressing.

It is my hope that future studies of ice shelves continue to delve further into the nature of rifts

to better assess their impact as the Antarctic Ice Sheet continues to evolve under increasingly severe

climate forcing. Indeed, the propagation dynamics of rifts may prove to play a significant role in de-

termining the rate of future ice loss and sea level rise. In this thesis, I have done my best to provide

knowledge that will help humanity prepare, adapt, and overcome the global challenge of anthro-

pogenic climate change.
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A
Sensitivity of Icequake Deconvolution
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Figure A.1: Sensitivity of rift tip source time function deconvolution to modeled ice thickness. (a) Sensitivity of point
moment source time functions. (b) Sensitivity of point load source time functions. Modeled beam thicknesses are
shown in the legend. Source time functions generally have larger amplitude and longer duration for thicker beams,
because larger forcing is required to induce a given displacement for a more rigid beam. Flexural rigidity, the parameter
that governs flexure, is a function of thickness.
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Figure A.2: Sensitivity of rift/margin source time function deconvolution to modeled ice thickness. (a) Sensitivity of
point moment source time functions. (b) Sensitivity of point load source time functions. Modeled beam thicknesses
are shown in the legend. Source time functions generally have larger amplitude and longer duration for thicker beams,
because larger forcing is required to induce a given displacement for a more rigid beam. Flexural rigidity, the parameter
that governs flexure, is a function of thickness.
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Figure A.3: Sensitivity of margin source time function deconvolution to modeled ice thickness. (a) Sensitivity of point
moment source time functions. (b) Sensitivity of point load source time functions. Modeled beam thicknesses are
shown in the legend. Source time functions generally have larger amplitude and longer duration for thicker beams,
because larger forcing is required to induce a given displacement for a more rigid beam. Flexural rigidity, the parameter
that governs flexure, is a function of thickness.

Figure A.4: Modeled rift tip Green’s function convolved with step source time function. The resulting modeled displace‐
ments, shown in black, have a longer decay and larger amplitdue low‐frequency displacements than the rift tip stack,
shown in orange, for both bending moment and point load sources.
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Figure A.5: Modeled rift/margin Green’s function convolved with step source time function. The resulting modeled dis‐
placements, shown in black, have a longer decay and larger amplitdue low‐frequency displacements than the rift/margin
stack, shown in green, for both bending moment and point load sources.

Figure A.6: Modeled shear margin Green’s function convolved with step source time function. The resulting modeled
displacements, shown in black, have a longer decay and larger amplitdue low‐frequency displacements than the shear
margin stack, shown in purple, for both bending moment and point load sources. The modeled displacements arising
from an applied bending moment are relatively similar to the shear margin stack, but the results of deconvolution do not
support the hypothesis that the observations were generated by a step forcing in bending moment.
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Sensitivity of Ocean Coupled Fracture

110



Figure B.1: Sensitivity of ocean‐coupled fracture model to magnitude of stress. Increasing the magnitude of applied
stress strongly increases the average propagation rate and causes propagation to reach the Rayleigh wave speed cr more
quickly. Baseline stressR0

xx is computed by finding the magnitude of stress required to initiate rift propagation for the
observed initial rift geometry. In each simulation, theR0

xx is perturbed by the additional stress shown in the legend. All
other parameters are held fixed across simulations.

Figure B.2: Sensitivity of ocean‐coupled fracture model to ice thickness. Increasing the ice thickness decreases the
average propagation rate and causes propagation to reach the Rayleigh wave speed cr more slowly. All other parameters
are held fixed across simulations.
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Figure B.3: Sensitivity of ocean‐coupled fracture model to water depth. Increasing the total water depthHc + Hw
increases the average propagation rate and causes propagation to reach the Rayleigh wave speed cr more quickly. All
other parameters are held fixed across simulations.
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